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Welcome to the 2021 CCSC Central Plains Conference

The last year has posed a series of challenges, as educators, as computing
professionals, and as citizens. The COVID-19 pandemic has forced us to adapt
quickly, moving instruction online to a degree considered improbable a few
years ago. The news continues to report amazing breakthroughs in artificial
intelligence, and frightening tales of built-in biases, flaws, and abuses of such
technology. Preparing our students to become responsible professionals in such
an environment presents unique challenges.

The CCSC Central Plains Conference hopes to contribute toward preparing
ourselves to help prepare our students. We have panels and presentations on
a variety of topics; of 10 papers submitted, we accepted the best 5, an accep-
tance rate of 50%. I had hoped to use the conference to present UMKC’s new
engineering lab building, the Robert W. Plaster Free Enterprise & Research
Center, including the high-performance computing lab. But as the pandemic
has forced the conference online just as much as our classes, an online presen-
tation will have to do.

I want to thank the members of our regional steering committee, who have
done the majority of the actual work for the conference; the Central Plains
region has always enjoyed a high level of participation from faculty across
many schools in the region, and it has been a pleasure to work with them in
preparing this years conference.

I hope you find the conference as rewarding as we have found preparing it.

Brian Hare
University of Missouri-Kansas City

Conference Chair
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The Next Generation of Technology
Leaders∗

Keynote

Dan Zimmerman, MSTS

Abstract

Every month there is another technology-
based business with a multi-billion-dollar val-
uation. 60% of the NASDAQ 100 are Tech-
nology Services, Electronic Technology, or
Health Technology businesses. Even busi-
nesses that aren’t classified as technology
business are relying on technology to deliver
a higher percentage of their value proposi-
tion. This reality has led to the now often
repeated phrase, “every company is a tech company”. So, who should be lead-
ing all of these tech companies? MBAs or CS grads? The next generation of
technology leaders won’t be just “running IT”. Technology leaders are driving
value creation. In the near future creative, business savvy technologists will be
the number one or number two person in virtually every company. How can
Universities and Colleges help grow the next generation of technology leaders
and cultivate a new stereotype of computer scientist. The next generation of
technology leaders are also the next generation of business leaders.

Bio

Dan Zimmerman is the Chief Product and Technology Officer at MSTS, re-
sponsible for product strategy, innovation, and architecture for the company’s
software product-lines. Dan has over 25 years of experience leading software
engineering teams and product management. He’s led the launches of multi-
ple SaaS applications, three successful agile transformations and won two CIO

∗Copyright is held by the author/owner.
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100 awards. Dan excels at creating alignment within organizations to design
cultures of transparency and optimization.

Prior to MSTS, Dan held senior roles at Nordstrom Bank, TSYS, and
Western Union. Dans been a speaker at multiple conferences including Finovate
and the KC IT Symposium and has been published in IDG Connect, Inside
Big Data, and The Startup.
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Discovering Enterprise Architecture
Developing a Course With Enterprise

Application Software Tools∗

Maria Weber, Kyle Chapman, John Buerck
School of Professional Studies

Saint Louis University
Saint Louis, MO 63108

{maria.l.weber, kyle.chapman, john.buerck}@slu.edu

Abstract

Information Technology (IT) and Digital Transformation (Dx) are
shifting how companies function and embrace emerging technologies.
Companies are reimagining how work can be done by adopting new tech-
nologies to existing or new infrastructure. Organizations need skilled IT
professionals who can drive this transformation, leading to the estab-
lishment of a robust enterprise. Industry trends indicate a need to shift
academic curricula in Information System (IS) programs. Enterprise
Architecture (EA) is a course in a graduate IS program at Saint Louis
University. The EA curriculum focuses on the alignment between IT and
business. The course covers designing, planning, and implementing or-
ganizational changes to corporate architecture through standardization
of principles, models, and procedures. The use of EA open-source tools
in this course is innovative and ideal for building students’ marketable
skills and improving their university experience. This paper provides
an overview of designing and delivering a gateway course in Enterprise
Architecture and Infrastructure Systems using enterprise-class and open-
source software tools as part of the Master of Information Systems.

∗Copyright ©2021 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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1 Introduction

Information technology (IT) is one of the most dynamic and developing busi-
nesses in the world. Digital transformation (Dx) and the convergence of digital
technologies such as virtualization, IoT, big data, and cloud computing have
redefined how we do business today. Employers require Information Systems
(IS) professionals to execute the Dx toward efforts that advance their business.
The US Bureau of Labor Statistics predicts a growth of 11 percent in IT jobs in
the next ten years, with an expectation of around 1.3 million IT job openings
in the US by 2026 [6]. Additionally, Microsoft CELA Data Science predicts
that by 2025, many technology-oriented jobs will be created, with 13 million
in the US and 149 million worldwide [4].

Job growth is promising, and higher-than-average starting salaries are ex-
pected for Computer Science (CS) and IS professionals; therefore, these majors
have become more popular among college students [3]. Most of the fastest-
growing IS/CS occupations require a bachelor’s degree and experience in the
related field. Students in these fields are often exposed to developing tech-
nologies, such as artificial intelligence, cloud computing, and coding, to help
them gain more marketable skills during their college experience. Higher edu-
cation institutions are trying to tailor their programs to meet industry needs,
in-demand job skills, and utilize enterprise tools to train students with the
skills needed to land a job. Universities offering IT degrees are becoming more
innovative in making graduate students more marketable for job seekers due
to increased competition for quality employees [5].

A new online graduate program in Information Systems started in Fall
2020 at Saint Louis University, which provides flexible education for adult
learners pursuing an advanced degree. The Master of Information Systems
program has been designed to combine skills from business and technology.
Graduates of the IS program will be prepared for advanced leadership roles to
drive business innovation and value while improving operations through current
and future information technologies. These prospective enterprise leaders will
apply their analytical skills to determine organizational needs, implementation,
management, and improvement of systematic processes into Agile information
system applications.

This paper presents an outline of the design and delivery of an entryway
course in Enterprise Architecture and Infrastructure Systems using enterprise-
class and open-source software tools as part of the Master of Information
Systems. This course is an eight-week introduction to operating models, EA
concepts, frameworks, and modeling language. The course is offered to non-
traditional students in a virtual environment. The course design is based on
the principles and methods used in non-traditional education to fit students’
needs as students look for topics that have current relevance in the workplace
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or personal life. Students are encouraged to utilize the concepts learned dur-
ing class in virtual labs based on various cutting-edge enterprise application
software trends in the IT industry. Key to the course design was to use enter-
prise software application tools in an Agile fashion to give students marketable
skills that could be used immediately upon the conclusion of this course. Each
enterprise tools highlighted in this course was mapped to a learning objective
that will achieve the course goal. The main features for all the tools chosen
were high industry ranking, ease of installation, accessibility, and affordabil-
ity. Teaching the latest technologies will allow students to succeed in any IT
job.This course methodology can be applied to other IT/CIS/IS courses.

2 Design of the Course

Strong, et al. [5], in previous work, emphasized the importance of using enter-
prise systems (ES) in teaching due to the high demand for experienced students.
This paper narrates five different higher education institutions’ implementa-
tion experiences, the journeys, challenges of integrating, and establishment of
an ES curriculum that faculty embrace. Strong, et al. [5] based their research
on vendor-specific ES such as ERP, SAP, which had a high cost and took a
long time to deploy. In a most recent publication, Gamble [3] takes an analo-
gous approach using enterprise integration and architecture tools in developing
an EA course in higher education. Gamble uses open-source enterprise tools;
though, some of these tools are no longer [3].

Enterprise Architecture is a set of processes and practices that shape how
an enterprise’s structure and behavior align with its overall business strategies
[6]. Embracing Dx in an academic institution increases agility and innovation.
A new pilot study takes a transformative teaching approach in higher education
using various open-source enterprise software application tools in high demand
in the IT industry [4]. Each tool is integrated into the EA curriculum every
week using an agile approach in an eight-week session. Students’ interaction
and experience with these tools provide in-demand skills highly wanted by IT
companies. This method also develops a holistic strategy and agility to provide
marketable skills that can be added to a student’s resume immediately after
concluding this course.

The course was developed using backward design. The design strategy in-
volved identifying the desired goals and planning the learning experience based
on each goal. First, the overall course goal explored translating business vision
and strategy into IS applications that support the business function. Enterprise
Architecture acts as an essential role in the alignment between business and
IT. Therefore, the course’s scope includes people, processes, data, technologies,
and relationships to the environment.
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Figure 1: Enterprise Architecture Course Outline

Second, the instructor identified the relevant learning outcomes while devel-
oping the core competencies the students will gain in each module. As shown
in Figure 2, a set of building blocks is needed to develop knowledge of EA in
8 weeks.

Figure 2: Enterprise Architecture Learning Experience

Third, this course was designed by mapping each week’s learning outcomes
with open-source enterprise tools that fit the module’s needs and carefully
choosing them based on industry ranking. Each enterprise software tool trans-
lated into a hands-on experience to reinforce class lectures [3]. Additionally,
lab assessments enhanced students’ conceptual understanding of the tools and
theory relationships, level reasoning skills, and the development of workable
experience in the lab. The course had a project-based summative evaluation
to measure the progress through the class. Students received prompt feedback,
reflecting on the objectives they accomplished, the tools they utilized, and how
they performed.

Fourth, enterprise software tools were accompanied by traditional teach-
ing materials such as books, case studies, and case scenarios. Top-ranked EA
books were required, such as Enterprise Architecture as Strategy and Enter-
prise Architecture at Work. Current case studies were chosen from the IT
research databases including IEEE and ACM. Students hone their evidence-
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based decision-making in root cause analysis and role-playing scenarios. Every
week, students developed their critical thinking by reflecting on real-world sce-
narios from Fortune 500 companies.

Finally, in the virtual classroom, an engaging online environment was cre-
ated as a critical component to engage students to participate actively. Teach-
ing with the best practices in technology-enabled software helped create an
interactive multimedia experience with interactive presentations and lectures
using visual aids.

3 Tool Identification

Enterprise architects use process modeling, analysis, and workflow automation
in their day-to-day duties to offer different views for the stakeholders within an
organization. Therefore, understanding modeling is an essential task, but what
tools should be used to learn modeling? Using industry trends and real-world
enterprise software tools are the most effective and evidence-based practices
that allow students to gain expertise for in-demand skills and real-world sce-
narios [2]. Enterprise software application tools enable a business to reduce
IT costs and minimize manual data input. These enterprise application soft-
ware tools feature particular benefits, such as teamwork, quick response to the
marketplace, increased work quality, and greater employee collaboration and
efficiency. Similar, to the benefits in the IT industry, in academia, choosing
enterprise systems is vital to students’ hands-on experience to gain marketable
skills [4]. These were key aspects that helped narrow down the myriad of
options available selecting the enterprise tools:

• Easy access • Open-Source • IT industry higher ranking
• Affordability • Easy installation • In-Demand - Marketable Skills

The tools were chosen using Gartner Industry ratings. Gartner is the
world’s leading IT research and advisory company. IT industry leaders base
many of their IT software or hardware decisions upon Gartner reports such as
the Gartner Magic Quadrant and Gartner Peer Insight. The Gartner Magic
Quadrant is a two-dimensional matrix that presents market trends formed from
vendor evaluation. Gartner Peer Insights is an online platform portal for peer-
driven ratings and IT solutions review [5].

Applying the same tactic to academia, the course uses the enterprise ap-
plication software tools for instruction and critical-thinking learning listed in
Table 1.
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Table 1: Enterprise Software Applications Gartner’s Ranking

Enterprise Software Application Tool
Gartner
Peer
Insights

Gartner
Magic
Quadrant

Enterprise Agile Planning (EAP) Tools • Jira • 4.4/5 Leader

Enterprise Business Process Analysis • Draw.io
• Visual Paradigm • 4.4/5 -

Integration Application Software as a
Service

• IFTTT
• Zapier

• 4.7/5
• 4.8/5 Leader

Enterprise Collaborative Work • Trello • 4.3/5 -
Enterprise Team Workspace • Confluence • 4.4/5 -

3.1 Enterprise Agile Planning (EAP) Tools

Enterprise Agile planning (EAP) tools help organizations use Agile practices to
achieve business goals, collaborate, and perform enterprise-class Agile develop-
ment. Academia’s faculty can use Agile to create more personalized learning,
teach students cross-functional roles, accelerate innovation, engagement, tech-
nology, and data shifts.

Among all the EAP tools, Jira (https://www.atlassian.com/software/
jira) was chosen due to wide use in the IT industry. Jira is used to plan,
track, document software changes, and release projects from beginning to end.
Additionally, Jira allows integration with other platforms and several developer
tools such as GitHub (http://github.com).

Jira offers a free version for its cloud-based product that does not require
installation. Jira instances allow instructors to create traditional or next-gen
projects using two types of templates: Kanban or Scrum. In a traditional
project approach, a Kanban template is used to monitor teamwork from a
backlog to Agile team members in a continuous flow during a sprint period.
On the other hand, a next-gen project uses a Scrum template to organize cycles,
manage progress, plan upcoming work. In an EA course, Jira was used to track
projects, roadmaps, documentation, reports, and dashboards. Jira also allows
rule automation, an excellent way to gain coding experience.

3.2 Enterprise Business Process Analysis (EBPA)

Gartner defines EBPA as “the discipline of business and process modeling aimed
at transforming and improving business performance.” [1] EPBA allows compa-
nies and leaders to make strategic and evidence-based operational decisions by
examining cross- viewpoint, models, diagrams, mind-maps, and cross-function
analysis.

Enterprise business process analysis tools are used in the course to set
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a baseline for the basic concepts of EA, business, and the operating model.
EBPA helps brainstorming and mind-mapping to identify critical components
of EA: Core business processes, shared data, and customer information. Stu-
dents learn about core diagrams or high-level view based on their company’s
operating model with that information.

Three similar cloud-based tools were available for use: Draw.io (https://
draw.io), Lucid Chart (https://www.lucidchart.com), and Visual Paradigm
(https://www.visual-paradigm.com). These tools are cloud-based, no in-
stallation needed, no cost. The idea was for the students to explore the differ-
ent templates and modeling samples offered by these tools, which is especially
important for students new to the world of modeling.

3.3 Integration Application Software as a Service

Integration Application Software as Service tools uses workflow automation
to decrease repetitive processes, save time and money, increase efficiency, and
reduce errors. Tools such as IFTTT (https://www.ifttt.com) and Zapier
(https://www.zapier.com) allow specific integrations to automate processes
or tasks, saving time and effort. IFTTT calls these integrations “applets,” small
applications with a specific purpose.

Applets can be created by combining different applications and adding trig-
gers from within the applications. Applets have two types of actions: Do and
IF, depending on the desired outcome. Actions run to gather data and push
it to a new app based on the rules provided, allowing connectivity between
devices and applications.

Integration Application Software in higher education can inspire students to
seek out IS careers, learn more about automation, IoT, coding, and other CS/IS
technologies. Integration Applications and EA go hand-in-hand because their
purpose is to standardize and automate processes. Students with no coding
experience are empowered to create, test, and deploy an applet within minutes.
Zappier and IFTTT provide cloud-based, installation-free, and no-cost for a
certain number of integrations.

3.4 Enterprise Collaborative Work Management Tool

Enterprise Collaborative Work Management tool is a collaboration space for
individuals and teams to share project content securely and proactively. Its
purpose is to increase productivity and collaboration. These tools’ function-
alities are content management for unstructured data, file sharing, content
repositories, dashboard, and task management.

Fortune 500 companies promote knowledge-sharing using enterprise
workspaces to store all their business knowledge and collaborate in training doc-
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uments, technical documentation, and projects Trello (http://trello.com) is
an enterprise collaborative work management tool that uses a Kanban board
as a space for teams and projects.

Trello’s board is composed of four elements: menu, boards, lists, and cards.
Trello lists and cards are used to define tasks and keep teams organized to
reach their goals. Trello can be integrated into an EA course to track students’
weekly work or projects. Trello helps students learn how agile teams work in
projects. Trello is a cloud-based collaboration tool with a free version that
allows integration and automation.

3.5 Enterprise Team Knowledge-Based Workspace

Enterprise Team Knowledge-Based Workspace is an online space that allow
teamwork, collaboration, and documentation. These digital spaces are like an
intranet that serves as a document repository or wiki. Large organizations
and Fortune 500 companies promote knowledge-sharing. They use enterprise
knowledge-based workspace to store all their business knowledge and collabo-
rate in training documents, technical documentation, projects, and more.

Confluence (https://www.atlassian.com/software/confluence) is a
knowledge based digital workspace composed of pages and spaces. Spaces are
how the content is classified. Spaces and organized by teams, projects, or in-
dividuals. Pages are hosted in the spaces created and organized in hierarchical
order with a parent-child relationship.

Confluence in higher education can be used to create and compile the final
project, an executive presentation, and a SWOT (strengths, weakness, oppor-
tunities, and threats) analysis that integrates the concepts, tools, and conclu-
sions learned. Confluence is cloud-based, needs no installation, and provides
free access for small teams.

3.6 Enterprise Architecture Methodologies

Enterprise Architecture Framework, language, and modeling tools were based
on standards defined by the Open Group. This worldwide consortium supports
open, vendor-neutral technology standards (Table 2).

Table 2: Enterprise Architecture

Enterprise Software Application Tool Open Group
Enterprise Architecture Framework TOGAF World’s leading companies choice
Enterprise Architecture Modeling Language ArchiMate Supported by multiple vendors
Enterprise Architecture Modeling Tools Archi Open-Source Modelling tool
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3.6.1 Enterprise Architecture Framework (EAF)

An Enterprise Architecture framework (EAF) establishes the guidelines,
blueprint, and best practices to create and operate an EA and achieve the
enterprise goals with aligned IT, business strategies, and objectives. Different
frameworks and methodologies classify the architecture description into do-
mains, layers, or views. These frameworks produce several artifacts that help
top management make long-term decisions around new design requirements,
sustainability, operations, and support.

TOGAF (https://www.opengroup.org/togaf) is the EAF used by the
world’s leading organizations; therefore, it is the choice for our EA course.
The TOGAF Architectural Development Method (ADM) provides the steps
needed to develop and manage an EA architecture’s lifecycle. The TOGAF and
ADM can be taught in higher education to cover planning, lifecycle, projects,
capabilities, strategy, business, and EA concepts.

3.6.2 Enterprise Architecture Modeling Language

Modeling languages use diagrams, models, and annotations to document, visu-
alize, and describe software systems and business processes. An EA modeling
language is a language that represents the different views, layers, and aspects of
EA. ArchiMate is the EA modeling language standardized by the Open Group
that provides concepts and models to better fit EA needs.

ArchiMate (https://www.opengroup.org/archimate-home) is used for
enterprise modeling across different layers. ArchiMate focuses on modeling
viewpoints of the business, application, technology, and architectural layers.
ArchiMate is composed of different notations and concepts that complement
TOGAF.

Process modeling such as UML or BPMN could be used in academia to
introduce ArchiMate. ArchiMate offers students and teachers a common lan-
guage to discuss organizational structures, systems, and IT infrastructure.
ArchiMate helps students to ensure consistency across a company’s processes.

3.6.3 Enterprise Architecture Modeling Tools

Enterprise Architecture Modeling Tools are created by different vendors to sup-
port EA Modeling Language ArchiMate. The tool used in this course was an
open-source modeling tool called Archi (https://www.archimatetool.com/
resources). Installing Archi is easy and self-intuitive. The Open Group Li-
brary has ArchiMate case studies that can be imported into Archi as an XML
file.

Archi allows enterprise architects with Canvas to create visual representa-
tions or views of organizations’ current and target architectures. Archi view-
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points can help stakeholders make better decisions to benefit the company.
Archi can be used to teach modeling, decision-making, cross-functions, Archi-
Mate, and EA.

4 Mapping of Learning Outcomes and Enterprise Soft-
ware Tools

This course’s framework was implemented by mapping each of the module’s
learning outcomes with enterprise software tools to achieve the course goals
of preparing students for industry needs. This framework can be modified to
suit a similar course’s needs. The course’s design included consideration of the
population of non-traditional students with and without an IT background.

The enterprise software tools chosen were used weekly with a baseline
project, which involves a weekly company assignment, a real-world case sce-
nario for discussion, critical thinking, analysis, research, and a hands-on activ-
ity [5]. Students performed labs with enterprise tools and created deliverables
of the models, automated processes, or developed views to upload in the learn-
ing management system. Also, students reflected on the scenario or task given
and wrote a reflection about the tool, the concepts learned, and the possible
effects of the tool on their company. This is a foundational course that uses
technology adoption, integrated into the curriculum, as shown in Figure 3.

5 Students Experience & Lessons learned

Some of the challenges presented were for students with no technical back-
ground or IT experience. This challenge requires preparing additional material
with step-by-step instructions and complimentary demo videos of the tools
used. Each tool is part of a hands-on activity developed to reinforce concepts
learned and supplement the learning outcomes chosen for the module. Each
hand-on activity has a deliverable, either a XML or PDF file, a written reflec-
tion. In the end, an assessment is presented to evaluate what students have
learned from different tools.

The utilization of open-source software is a common practice in the IT
world, but it has advantages and disadvantages. The advantages include no-
cost, easy to install, and community-support. The disadvantages are no vendor
support for existent issues. One recommendation for teaching with EA tools
is to keep a backup tool for each module as availability may change. Students
developed their critical thinking by reflecting on real-world problems in case
scenarios, simulations, and role-playing exercises. Students use evidence-based
decision-making in root cause analysis, resolving issues, and supporting their
findings. Students utilize the concepts learned in class in virtual labs with
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Figure 3: Mapping of the Course
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the latest tools that mimic an enterprise and present real-world experiences’
challenges. As an instructor, the experience was pleasant. The students were
creative and resourceful. Despite the non-technical experience of students’ in
the first cohort, they excelled in modeling tools and business process analysis.
Students were able to identify the essential parts and explain the foundation
for execution and its effect on EA and operating models.

6 Future Plans and Conclusions

There are a plethora of technologies changing our lives. Companies are ea-
ger to embrace the Dx to innovate and transform to adapt to the current
industry shift. Enterprise Architecture helps organizations to align business
and IT objectives, goals, and infrastructure. Enterprise Architecture tools as-
sist companies in planning the roadmaps needed for Dx. Higher education is
also evolving; graduate students have new expectations, dreams, and hopes.
Academia needs to shift its curriculum in educating students to be prepared
for the workforce based on knowledge, competence, and mastery of skills. The
importance of using enterprise tools in academia centers on the demand of stu-
dents to gain marketable skills. Enterprise tools as a hands-on activity give
students real-world experience and prepare them for organizational change and
Dx. These tools offer the ability to collaborate, test, simulate to help students
create and implement models to better business and IT processes, development,
and architecture.

This course framework can be adapted to any technology course. Enter-
prise software application tools will continue changing, becoming obsolete, or
emerging; it is advised to research these tools’ availability. The assignments
and integration between enterprise tools could be implemented using an appli-
cation programming interface (API) reliant on the student-population coding
background. Future work may include developing software to integrate EA
tools, cloud computing, and Artificial Intelligence.
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Abstract

Computer Science is a rapidly evolving field; the tools and method-
ologies that educators must introduce to novice programmers are both
changing and growing. Teachers are often tasked with doing more with
less, which leads to a difficult issue: how does one teach more content
without more time or (often) more resources? This paper explores the
integration of professional tools and practices at the pedagogical level in
a Data Structures course and the effects it has on course and assignment
administrative overhead (both from the instructor and the teaching as-
sistants). Additionally, assignment expectations (with associated grade
implications) that reinforce best practices and guide students toward so-
lutions are presented.

1 Introduction

Computer Science education is constantly evolving, and in some ways becom-
ing more complex. Educators teach more than programming; students must
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copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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learn to solve novel problems using a set of tools that grow increasingly power-
ful (and proportionally complex) over time. Students need to be familiar with
tools such as Integrated Development Environments (IDEs), Debuggers, and
Version Control. Ideally novice programmers would graduate from a program
able to collaborate with others using professional tools and software develop-
ment practices. To this end teachers must give students the ability to practice
those skills in the context of a course that is not necessarily devoted to teaching
these tools or the best practices while using them. While these tools might not
be primary learning outcomes in a given course, giving students the opportu-
nity to form good habits at an early stage in their education allows for more
thorough mastery of these tools and methodologies later in the curriculum.
This paper introduces some tools and practices students should be introduced
to, and the steps taken to integrate them at the pedagogical level in a Fresh-
man/Sophomore level Data Structures course while encouraging the formation
of habitual best practices, and gives examples of how to expand the introduc-
tion of best practices in further coursework.

1.1 Version Control

Readers interested in the history of version control systems should refer to [13].
Version Control Systems (VCS) are powerful tools in a developer’s arsenal that
enable clean collaboration, regression testing and analysis, and organization of
one’s problem solving process. The VCS of choice for integrating into the
assignment workflow is Git [5]. There are several reasons for choosing this par-
ticular VCS; this is a continuation of previous work to reduce the learning curve
involved with such a powerful tool [7, 4, 6], and there is significant support,
infrastructure, and resources available to educational institutions from com-
panies like GitHub (through their GitHub Campus Program [8] and GitHub
Classroom [10]).

1.1.1 Best Practices

Some common advice given to those using Git is to “commit early, commit
often.” While many variations of this mantra exist, the idea is that you commit
small sets of related changes that accomplish a task. Git (and other VCS)
works best when you interact with them frequently, having granular commits
that give you the flexibility to determine where and how functionality may
have changed or broken. Other best practices revolve around the content of
commit messages, or branching, but the focus of this paper and the assignment
structure is specifically around the idea of interacting frequently with your
VCS.
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1.2 Software Development Workflows

It is in no way feasible to introduce student to every Software Development
Process; these are well-defined workflows by which developers design and build
software. While no one workflow is universally used, understanding that stan-
dard processes exist and how to interact with them is beneficial to students.
This paper will focus on Test Driven Development [3] or TDD, where unit tests
are developed before the code is.

1.3 Continuous Integration

Continuous Integration [12](CI) has over time come to mean not just inter-
acting with a centralized repository, but a configuration of automated testing
whenever code is pushed to a main branch. Standalone CI servers such as Jenk-
ins [1] can be configured and maintained, but GitHub has recently introduced
the ability to automatically perform configured workflows through GitHub Ac-
tions [9]. This particular set of tools has the benefit of being well integrated
with GitHub Classroom and its autograding system.

1.4 But Why Data Structures?

Data Structures is an interesting class; much of the content is common across
learning institutions (common Abstract Data Types including lists and trees,
complexity, and introduction to certain common algorithms). These ADTs
lend themselves well to teaching students to code to an API; an ArrayList
(or vector, or dynamic array depending on your programming language) will
support the same operations from semester to semester. This alone lends itself
to having students work with pre-written unit tests; the postconditions of each
of the operations in these data structures is well defined. Additionally, many
of the assignments are unlikely to change drastically over time; at some point
in the class students will be asked to implement a Linked List. The biggest
changes to many of the assignments comes from upgrades to tooling (build
systems, language changes, etc) and tweaks to make the assignments more
accessible to students (removing ambiguity, for example). By working on as-
signments distributed with unit tests, students are essentially interacting with
Test Driven Development on a weekly basis without even knowing it; while
they do not write tests until the end of the semester, they are still taking time
to interact with a professional development workflow. This provides a level of
transparency for students (they know when their code works, because the tests
pass) and allows them to see regressions in real time assuming they run the
tests as they develop their code.

Finally, at this point students have already been introduced to their primary
problem solving tool: a programming language. While this author believes that
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introducing some of these tools (specifically version control) could be possible
in an introductory programming class, it would need to be done carefully to
avoid overloading students who may have little to no experience with computers
(much less programming). This is particularly a topic of interest that will be
investigated in the future with faculty teaching such courses. Already some
headway has been made in this area, with this toolset being used in the last
project in the course preceding the Data Structures Course.

While mastery of the Git VCS is in no way a primary learning objective or
outcome of the Data Structures course, students are still forming habits that
will carry forward both in their education and career. Professional developers
don’t (or shouldn’t, at least) email zip files of code or deploy production code
by submitting an archive of code to a dropbox. These are the very habits
students are forming when submitting code through an LMS, or in some cases
observed by the author, in Word document submissions. While there is no
line item on the Data Structures curriculum that says students will be familiar
with Git or CI/CD, the students can be exposed to these tools in a way that
makes it more familiar when they encounter them later in their education in
classes where such tools and methodologies would be expected to be first-class
learning outcomes.

2 Structuring An Assignment

Most programming assignments and labs in the Data Structures course follow
the same structure and delivery mechanism. GitHub Classroom is used to
distribute an assignment skeleton containing classes with method stubs (the
course is currently taught in Java). Additionally, unit tests are distributed in
the project. The assignment description and expectations are distributed as
the README.md file with the repository. Students are expected to write code
that passes the unit tests (essentially following the Test Driven Development
paradigm) and commit and push to their own repository on GitHub. A com-
mon rubric for most labs is shown in Table 1

Table 1: Rubric for Most Labs in the Data Structures Course

Criteria Total Points
Source file comment headers 1

Coding style (clean and consistent) 1
At least one unique commit per milestone 3

Correctness (tests) 5

Documentation is provided to students for using GitHub Desktop as a sim-
ple GUI git client to interact with GitHub; it exposes primarily the simple func-
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tionality that is needed for the majority of development work (add, commit,
push, pull). It also integrates cleanly with GitHub (allowing students to open
and clone their repositories directly from the repository page itself).

When the student pushes their commits to GitHub, GitHub Actions is con-
figured to automatically run the tests and report the result through the GitHub
Classroom interface; this streamlines the process of grading for correctness for
the TAs and Instructor. In this way, students are interacting with TDD, Unit
Tests, Git, and Continuous Integration in almost every programming assign-
ment they do in the class.

The students’ results are displayed directly on their GitHub repository;
both they and any course staff can see at a glance not only if the code is
correct, but with a few clicks can see the results of the tests. Figure 1 shows
the repository view when the student fails any of the tests associated with the
project; more details can be obtained by clicking on the red X and selecting
the details link. When students pass all of the configured tests, they see a view
similar to Figure 2. This enables course staff to quickly offer advice and help
without first needing to clone the students’ assignment and open it in an IDE
to run it.

Figure 1: Repository View With Failing Tests

Figure 2: Repository View With All Tests Passing

2.1 Milestone Commits

The rubric mentions milestones, which is an addition to the assignments that
is designed to both encourage more frequent interaction with git and give stu-
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dents an idea of where to start their assignments and progress through in a
logical way. The assignments are broken into milestones; these are specific
points at the assignment where students are required to commit their work
before proceeding with the next part of the assignment. Table 2 shows a set
of milestones for a lab with only a few tests.

Table 2: Example Milestones for a Lab With Two Unit Tests

Description Tests passed
Add required source headers to the non-test .java files n/a
Implement the heapifyUp(), add(Integer i) methods testAdd

Implement the heapifyDown(), remove() methods testRemove

These milestones provide multiple benefits to the students. They require
small, more frequent commits than a singular monolithic commit at the end
of the assignment. More importantly they guide students through areas of
the lab where there might be some dependencies. For example, in the lab
where they implement a Linked List, there is really no test that can pass
without the implementation of the get(int index) method or the add(int
index, Integer value) method; by guiding them through those portions of
the assignment first, the students are not put in a situation where they cannot
pass the unit tests or verify their code is correct because of some missing
prerequisite functionality.

Additionally, these milestones offer some level of protection against aca-
demic integrity violations in a class where many of the assignments can’t change
from semester to semester. While the projects can be rotated through in a way
that helps mitigate academic dishonesty, lab assignments where students are
implementing a specific data structure cannot really change from semester to
semester. By enforcing the idea of milestone commits, even if the student
has a fully working version of someone’s code, they must work through the
assignment step by step, understanding what is and isn’t part of a particular
milestone. In practice it has also helped identify academic dishonesty; a student
who has many commits with code that does not solve the problem suddenly
having a completely rewritten commit that passes all of the tests raises a red
flag. In this case, it’s relatively easy to compare the code to previous semesters
or other students’ work in the class to see if there is evidence of wrongdoing.
While not a perfect solution to a problem that is not easily solvable, it does
give more visibility into a student’s work and progress.

The idea of milestone commits are the cornerstone of this course structure.
When students use the milestones to guide their development of solutions,
they are practicing the often repeated “commit early, commit often” wisdom
of working with version control. Additionally, they are forced to stop and
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decompose the problem into smaller more easily digestible portions. Problem
decomposition is a vital skill in a field that revolves around problem solving
using computers as a tool. While students at times are uncomfortable with the
idea of the milestone commits, when the reasoning is explained they begin to
see how important it can be, especially when there are larger projects.

3 Course Administration: TAs and Instructors

This approach offers several benefits to TAs and Instructors, all of which result
in course staff being able to spend more time interacting with and helping
students instead of creating, distributing, and grading assignments.

3.1 Assignment Distribution

Because many of these assignments don’t change drastically from semester to
semester, a repository can be maintained for each one. Distributing the assign-
ment becomes the simple task of creating the assignment in GitHub Classroom
and distributing the acceptance link to students on the course website. In sit-
uations where assignments are not reusable (or at least immediately), this may
add additional overhead, though in the author’s experience interacting with Git
and GitHub Classroom is at least as fast (if not faster) than distributing the
assignments through some other medium. This is in part due to the author’s
familiarity and experience with Git; not all instructors may be as comfortable
with this tooling, and may find interacting with the LMS faster.

3.2 Grading

With the common rubric shown in Table 1, grading is quite fast. The correct-
ness score can be determined from a glance at GitHub Classroom’s interface,
though even without that helpful UI it would be very quick to view the re-
sults of the CI server and see how many tests passed and failed (which was
the approach taken before GitHub Actions and GitHub Classroom’s autograd-
ing feature were released). The number of commits is quickly visible from the
repository’s main page, and the source code can directly be viewed in GitHub’s
interface. This means that grading programming projects doesn’t require the
grader (either TA or instructor) to download or clone every assignment, open
it in an IDE, and run the code manually. When allocating hours to TAs, it is
possible to drastically reduce the number of dedicated grading hours and allow
them more help session hours, which increases the available time for direct
interaction with students.

Using a centralized automated grading system has an additional benefit: it
provides a single point of “truth” for what the target system is. Over the course
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of a semester students’ systems may become configured differently. Perhaps
one student updated Java, or is running a different version of the IDE with
an older version of Gradle. In an Operating Systems Class where a similar
structure is used for the assignments, some students are using MacOS, while
others decide to use different distributions of Linux. In cases like this the
“it worked on my computer” argument can be avoided because the result of
the testing is transparently available to the student soon after their code is
pushed to the repository. In some cases in upper level classes this has led to
some interesting lessons about how different systems and different versions of
standard libraries can behave differently when certain behavior is undefined
(which is a valuable lesson to learn).

3.3 Assisting Students

Using these tools, it is possible to configure them so only the TAs, Instructor,
and the student have access to the student’s repository as the repositories are
not set up to be public. This means that when asking for help, a student can
push their code directly to GitHub, and send a communication to course staff.
Course staff can respond with links to specific lines of code or leave comments
on the commit itself. This is a much more professional approach to request-
ing assistance (instead of emailing screenshots or zips of code). Again, this
streamlines the process, something that has been greatly appreciated during
the current pandemic, but is beneficial even in situations where remote/asyn-
chronous communication is not the accepted norm.

3.4 Room for Growth

This approach has students use the basic elements of tools and workflows that
they might see upon entering the professional world. It also leaves room for ad-
ditional practice and topics to be added to their software development toolkits
without drastically changing the core of the workflow. With little extra work
on the part of the educator, students could be taught what makes a good com-
mit message, and evaluated on how well they can follow some basic rules for
well structured commit messages [2, 5]. Concepts such as branching in git, or a
fully featured industry accepted workflow like GitHub Flow [11] can be added
to the requirements. The core of the development model remains unchanged,
only adding the introduction to branching and potentially pull requests.

After working with this system enough, students could be instructed to
write their own unit tests, or configure GitHub Actions (or other CI solution
of choice) to run their tests in situations where everyone may not be using the
same tooling. Again, the additions are scaffolded onto the original workflow,
and do not drastically change the assignment submission process.

34



4 Conclusion

This paper introduces a structured approach to assignments that immerses
students in professional workflows and tools, but does so in a way that builds
on previous work to flatten the learning curve of these powerful tools. By
keeping a consistent approach to the assignments and reducing administrative
overhead involved in distributing, collecting, and assessing assignments, course
staff is able to spend more time interacting with and helping students directly,
and the limited supply of TA hours can be allocated more efficiently.

This approach has other benefits; in later classes more best practices in
interacting with version control or professional workflows can be added in
through assignments and projects. The author uses this approach in both
an Algorithms course and an upper level Operating Systems class and requires
students to write descriptive concise commit messages. The practice they’ve
gained from the milestone approach helps them in dividing their solution into
manageable pieces and documenting them through the commit messages.

Additionally, this approach is not limited to the tools described in this
paper. Before GitHub Classroom simplified the distribution of assignments,
a custom tool using GitLab and a simplified Git Client [6] was used. Until
the introduction of GitHub Actions, Travis CI was the Continuous Integration
platform of choice (as late as the Spring semester of 2020). This approach works
in any class where there is a consistent set of tooling; for example it is also
used in the Operating Systems class, where assignments use the C programming
language, and a different testing framework is used. It could be modified by
requiring the students to write their own testing code and configure GitHub
actions to run them automatically on every push, giving them some experience
in configuring their own automated workflow and CI system. By allowing
pedagogy to evolve with the available resources and tooling, students can gain
skills and knowledge useful in the professional world. Using these tools in the
assignment submission and evaluation process itself allows educators to expose
students to these concepts while still keeping important core course content.
Doing so while reducing course administration overhead allows teachers and
teaching assistants to spend more time interacting with students rather than
the course’s Learning Management System.
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Abstract

The shared values between free and open source software (FOSS) and
those of the academic community have led to increasing adoption of FOSS
projects by researchers and instructors in computing fields. Many papers
have been written evaluating the pedagogical value of individual FOSS
projects and FOSS as a whole. More recently the scholarly value of FOSS
has also been explored. This paper bridges the conversations on the
scholarly and pedagogical merits of FOSS development and identifies the
value of FOSS to helping computing departments in small and regional
colleges and universities better support the mission of their institution.

1 Introduction

Practical “real world” exercises in software development have long been an im-
portant part of immersing undergraduates in the inherent complexities of such
projects that are difficult to relate in a reading or lecture format. Free and
Open Source Software (FOSS) projects, in particular, have been gaining trac-
tion as a means for delivering such learning experiences, in part due to FOSS’s
overlapping principles with academic freedom [8]. As the success of free and
open-source software (FOSS) continues to grow, academics in computing fields
are taking an increasing interest in evaluating the merit of such work in a
scholarly context [10]. This takes on a greater importance for faculty at small
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and regional colleges and universities (hereafter referred to as “small colleges”)
for whom, as Reder suggests, “research is not only a source of inspiration for
faculty members’ teaching” but “has also become their teaching” [9]. FOSS
projects are both an important scholarly activity and pedagogical tool for fac-
ulty of such institutions as such projects enable faculty to involve students in
longer term projects that can extend beyond the constraints of a single course.

The significance of these activities at small colleges needs to be considered
in the context of their institutional missions. In the book “Scholarship Re-
considered: Priorities of the Professoriate”, Boyer states “we need a climate in
which colleges and universities are less imitative, taking pride in their unique-
ness. It’s time to end the suffocating practice in which colleges and universities
measure themselves far too frequently by external status rather than by values
determined by their own distinctive mission” [3]. This perspective carries im-
portant implications for small colleges, in part due to their tendency towards a
distinctive local culture [9], but particularly when scholarship is the second or
third priority to teaching and service to the community. Boyer further states
that education will be improved “in large measure, by the way scholarship is
defined and, ultimately, rewarded”. A nuanced perspective on the nature and
importance of scholarship at small colleges, and in particular one that recog-
nizes FOSS development, will help computing departments at these institutions
better meet their mission on all three fronts simultaneously.

2 FOSS as a Scholarship Priority at Small Colleges

2.1 Definitions and Goals of Scholarship

Definitions of scholarly activity can vary from discipline to discipline, but a
common thread in such definitions is peer review and public availability. Orig-
inality is also emphasized, and in the sciences especially, reproducibility is quite
important. Artifacts of scholarly activities can also vary, but again there is a
common recognition for published journal articles and books that meet the
above criteria.

Boyer identifies multiple categories of scholarship: discovery, integration,
application, and teaching, and identifies “discovery” as the primary category
for traditional research over much of the latter half of the last century [3].
This category makes the traditional peer reviewed article an ideal means of
documenting and communicating such advances. However, FOSS presents an
opportunity and even a motivation to move further in to the other areas of
scholarship [10].
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2.2 Justification for FOSS as Scholarship

FOSS development and academic publications have their differences, but they
also share a lot in common, especially in the ways that academic publications
meet the standards for scholarly work. Like a paper, software is and should be
recognized as a transfer of useful knowledge. “Free and Open-Source” implies
a standard for public availability beyond what many academic publishers pro-
vide. The reproducibility of source-code is practically absolute, well exceeding
the capacity of a paper to describe an experiment to a reproducible extent.
While originality is not a cornerstone of FOSS development, proper attribu-
tion of sources is, particularly through the use of open-source software licenses
and the ability to track the development of a project through version control.

There are also challenges to viewing FOSS as scholarship. For example,
software may be seen as less permanent, given shifting needs of users, definitions
of programming languages, and availability and protocols for interfaces. This
may affect how the impact of a FOSS contribution is considered.

Another area where it’s difficult to draw a clear analogy between pub-
lications and FOSS development is peer-review. Although processes for such
review exist, they can be difficult to formalize. It isn’t always clear what a peer
is in this context, and contributions (in terms of acceptance in to a project) are
often judged by the developers maintaining the project who cannot be viewed
as independent. It also isn’t always clear what the significance or impact of
a FOSS contribution is. Quantifying contributions by “lines-of-code” is chal-
lenged by the fact that each line of code can have wildly varying significance to
the project, and it’s also not clear what impact a programmer had on a project
if their code is later modified or overwritten.

Beyond credit within a project, it’s also unclear how to judge a project as
a whole and award credit proportionally. Software can be given a DOI and
cited directly, but it remains unclear if this improves attribution of credit to
FOSS developers [16]. Adoption (by users) or incorporation (by other develop-
ers) could be considered somewhat equivalent to citation, but measuring this is
difficult. Metrics involving the number of downloads or social media endorse-
ments, such as the “star” option on github, could be considered, but aren’t
especially meaningful and can be manipulated.

To be fair, these challenges in evaluating the impact of artifacts aren’t
unique to FOSS. Peer-reviewed publication is also vulnerable to abuses and can
similarly result in work of low importance, as outlined by Denning [6]. These
artifacts, like software, can also have a limited life time and see their influence
diminish over time. The judgment of tenure and promotion committees is still
relied on heavily in these cases, and perhaps should also be the answer to
judging the merits of FOSS contributions.

Existing literature provides viable pathways to implementing usable stan-
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dards for evaluation of FOSS as scholarship. Ambati and Kishore explore a pro-
cess of peer review involving FOSS savvy scholars [1]. Hafer and KirkPatrick
present best practices for both researchers and committees in documenting
and evaluating FOSS contributions [10]. However, these recommendations are
mostly applicable to judging projects as a whole rather than individual contri-
butions.

Separately judging the value of individual contributions to the larger project
is also important, and existing software development infrastructure facilitates
such review. For example, github “pull requests” are a useful means of docu-
menting a single contribution large enough to satisfy some coherent require-
ment of the overall project. Howison and Herbsleb argue that rewarding these
smaller and more dynamic contributions would encourage greater collabora-
tion [12]. Although some such contributions might be purely judged as service
work, others could be considered scholarly with fractional credit from the over-
all project [10]. Katz outlines a process for “transitive credit” particularly
useful for library code integrated in to multiple larger projects [14]. Encourag-
ing greater collaboration would benefit faculty at small colleges by providing
incentive for integrating undergraduate projects and forming partnerships with
larger institutions and organizations.

2.3 Impact of FOSS on Communities

The needs of communities served by small colleges are unique and not always
easily solved with a one-size-fits all software solution. This makes FOSS par-
ticularly attractive as the source code is available and can be modified to meet
specific needs. However, this requires resources: money, hardware, and tal-
ent. Non-profit organizations such as Code for America help connect those
willing to provide their time and talent, pro bono, to municipalities that can
benefit from this work. Many academic institutions already partner with such
organizations or bring their communities the same kind of benefits directly.

Academic institutions are also poised to offer more than development ef-
forts for software projects. In the broader allied computing disciplines beyond
Computer Science and Software Engineering, programs in Information Tech-
nology, Information Systems, and Cybersecurity can similarly involve students
and faculty in work to deploy, monitor, and maintain software applications [15].
As computing resources become less expensive and more readily available for
the purposes of custom deployments, these disciplines also have an important
role in FOSS projects for local / civic benefit.
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3 Teaching with FOSS

Software development topics such as requirements analysis, software testing,
and many others, are best approached within an applied context, such as a
significant software project. FOSS development provides opportunities for
projects with a real impact while maintaining suitability for a non-profit orga-
nization (in this case, academic institutions) [18]. FOSS can also play a role in
recruitment and retention [4].

3.1 Real Projects for Real Clients

The pedagogical value of the applied nature of software projects is enhanced
when work is performed for real clients whose needs are not being simulated
for the purpose of an exercise [4]. These courses often take shape as a senior-
level capstone course where students are expected to leverage the skills they
have gained from prior courses in a more professional environment. The “real”
clients, in these cases, can (and often are) the same benefactors of FOSS work
mentioned in section 2.3 and are best situated within the same FOSS projects
involving faculty, allowing faculty to further leverage their research experience
in the classroom. Such project courses have become popular and continue to
gain significant attention within the CS education research community [2].

3.2 Pedagogical Advantages of FOSS at Small Colleges

Many small colleges bring their communities the kind of benefits discussed
in section 2.3 through RPRC courses. Missouri Western State University
is one such example, having sponsored projects with government clients in
Buchanan County. Cooperation between such institutions through FOSS can
multiply the benefit, such as the humanitarian LibreFoodPantry collabora-
tion between Worcester State University, Western New-England University,
and Nassau Community College [17]. When state and local governments are
balancing budgets and weighing investments in regional higher education vs
government IT infrastructure, such partnerships are a way to achieve both
simultaneously.

FOSS also provides a means for students to get involved with larger projects
at a much earlier stage than a RPRC course. Publicly available FOSS code can
be modified in small ways, targeting specific learning outcomes, where students
can observe the impact of their work on the greater system. Introductory
students can be directed to make small changes to a large software project, for
example modifying the logic controlling the behavior of an NPC in a game,
and gain an appreciation for what they’re learning that can’t be provided by
isolated and impractical “toy” assignments.
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Beyond government clients and other non-profits, the academic institution
itself often can be, and should be, a client for FOSS work. Much of the same
rationale applies for the institution to be its own client, but pedagogical advan-
tages have been noted to this specific kind of FOSS work as students involved
both as clients and contributors to a project can have a greater appreciation
and understanding of the work [5, 11].

The focus of a FOSS project sponsored by a small college need not strictly
be local, even if the institution’s resources aren’t sufficient for tackling large-
scale global projects (such as the Sakai LMS [7]). Many FOSS projects provide
opportunities for projects within projects that may be more amenable to long-
term management by one or two faculty members, such as the IPAL plugin for
Moodle [13].

Beyond pedagogical goals, FOSS helps academic institutions to help their
students reach greater success earlier in their careers after graduation. Tradi-
tionally, software developers seeking employment would burnish their creden-
tials through their employment history and recommendations from supervisors
and co-workers. However, employers are increasingly judging applicants’ po-
tential through analysis of their contributions to open source projects. This
raises the importance of student-faculty FOSS collaborations both as applied
learning activities and as opportunities for portfolio and reputation building
for the student.

4 Conclusions and Future Work

FOSS development itself is worthy of being considered scholarship, but pro-
ducing metrics to measure the impact of that work remains a challenge [16].
The scholarly value of FOSS development is already recognized by the fact that
many CS publications are centered around the activity of software development
and principally serve to legitimize the FOSS contribution in the eyes of tenure
and promotion committees [10]. Overall, more meta-level research is needed to
drive the academic community closer to a consensus on standards, especially
in regard to smaller contributions, but existing procedures are mature enough
for FOSS development to play a much greater role in tenure and promotion
decisions and consequently also undergraduate curriculum right now. Because
this reporting has been primarily from the perspective of large research in-
stitutions, small colleges should collaborate, perhaps through workshops, in
tailoring consideration of FOSS scholarship to their own distinct missions.

For small colleges, the integration of scholarship with higher priority goals
of teaching and service can improve all three. With more formal recognition of
FOSS contributions, faculty at such colleges could spend more time on expand-
ing and exploiting their FOSS work for teaching and service purposes rather

42



than pursuing traditional publications to justify their FOSS work. Collection
and curation of adopted best practices for consideration of FOSS contributions
is warranted, but more so reporting is needed on the outcomes for students and
community stakeholders leading from work inspired by updated definitions of
scholarship. This will help put best practices in to context and assist fac-
ulty at small colleges to better meet their institutional missions through FOSS
development.
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Abstract

As enrollment in computer science courses increases, efforts to re-
tain students, especially those in underrepresented groups, have become
increasingly important. In fall 2019, our department piloted a new inter-
vention to support students in the event they fall behind in CS1. This
intervention, which we called Fourth Hour, was a series of weekly review
sessions led by undergraduate teaching assistants. Each session featured
peer instruction questions specifically designed to address student mis-
conceptions reported in the literature. To evaluate the impact of Fourth
Hour, we invited students from all ten sections of our CS1 course (∼30
students each) to participate in a research study. Students completed pre
and post assessments to measure learning gains and took three surveys to
measure changes in attitude. Attendees reported that Fourth Hour had
a positive impact on their learning and sense of belonging. Our results
suggest that Fourth Hour improved outcomes for first-year students who
scored below the mean on the first exam. We report lessons learned and
offer suggestions for schools looking to implement similar interventions.
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1 Introduction

Our department strives to teach well and create a positive learning culture. We
use various forms of active learning in the majority of our courses, which are
limited to a class size of 30 and taught by faculty. We support a wide range of
activities to promote a sense of community including undergraduate TAs that
provide help in courses and evening lab hours.

In spite of these efforts, we still lose a substantial portion of our first-year
students. CS1 is notorious for students falling behind and having a difficult
time getting caught up, in part because of the way it builds from one week to
the next. To address this issue, we developed a new program called “Fourth
Hour”. Our main goal was to increase sense of belonging and learning gains by
giving students a second chance to learn material. We piloted the program in
Fall 2019, and it has continued during the Spring 2020 and Fall 2020 semesters.

We gathered data to analyze whether Fourth Hour could improve belonging
and learning for regular attendees. All 282 students registered in the Fall 2019
course were invited to participate. Students completed a pre and post semester
assessment and three attitudinal surveys. Those who never attended and gave
consent were used as a control group. The pre-assessment was given during the
first week of class, and the post-assessment in week 10. Results from pre and
post assessments serve as the measure of material retention. Attitudes were
measured three times over the course of the semester during week 2, week 8,
and week 14.

Overall, we did not see major differences when comparing all students who
attended Fourth Hour with all those who did not. However, we did see a
difference in the target group for the intervention: first-year students who
scored below the mean on the first exam. Section 4 summarizes these results
along with statistical analyses that lead to specific guidance for future studies.
In the next two sections, we will present the design and implementation of
Fourth Hour itself and the accompanying materials.

2 Background: Choosing a Teaching Pedagogy

When designing Fourth Hour, we considered several pedagogical approaches
including Peer Led Team Learning (PLTL), Process Oriented Guided Inquiry
Learning (POGIL), Pair Programming, and Peer Instruction (PI). Only ac-
tive learning methodologies were considered, because there is strong empirical
evidence that active learning produces better learning outcomes [1].

PLTL was the initial inspiration for the Fourth Hour because of its success
in the literature. Rydr and Hari show how PLTL can be used to help stu-
dents who have little to no programming experience or are in minority groups
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[6]. The class was offered as an additional 1-credit optional course of content
characterized as “supplemental learning, not remedial”. Groups are led by a
peer leader, which could be a TA, to complete projects over a 2-hour workshop
time. PLTL benefits include “significant gains in performance, retention, per-
severance, and student attitudes and opinions” in STEM areas [2]. However,
PLTL requires significant resources: one trained TA per group of eight, one
classroom per group, and at least two hours of workshop time each week.

Many of our faculty teach with POGIL, so that was a natural option to
consider for Fourth Hour. POGIL has students complete specially designed
worksheets in teams of 3-4 where each student has a specific role. Faculty
serve as facilitators to answer questions, direct whole class discussions, give
real-time feedback, and keep groups on task. Although POGIL has positive
material retention results and increases sense-of-belonging [4], facilitators need
substantial training to be most effective [2]. It’s also more appropriate for a
traditional classroom setting in which attendance is more consistent.

Pair Programming is a technique that pairs students to collaborate on a
programming assignment or task. One student writes code while the other ob-
serves, and the second half of the time the roles switch [9]. Pair-Programming
has shown positive overall results in increasing retention and performance [5].
However, the goal with the Fourth Hour was to help students correct miscon-
ceptions as individuals, rather than practice programming.

Ultimately, we decided to adopt Peer Instruction for the review sessions.
Data shows that even for first-time instructors, the results of using PI are
significant in helping students retain material [10]. PI requires fewer resources
and less training, which is helpful given that TAs tend to change every semester.
It also increases material retention by having students work together to answer
specially designed questions. Students are asked a question individually via an
online quiz tool. Then, they break into groups to discuss answers and decide
on a group answer. When students work individually to answer another similar
question, individual scores increase for the second question.

3 Implementation

Each Fourth Hour session was designed to review CS1 concepts taught the pre-
vious week. The same session was repeated Monday, Tuesday, and Wednesday
evening to accommodate schedules. Slideshows and worksheets were created
by a Lead TA with faculty support, and all three sessions used the same mate-
rials. Each session included introductions, approximately three PI questions,
a review of vocabulary, and short cooperative activities for groups of 2-3. Two
TAs worked at each session: one as the presenter and the other as an ob-
server. The Lead TA presented at the first session, and then the observer for
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the first session presented at the second, and the second observer presented
at the third session, where the Lead TA observed. This provided consistency
among the sessions and feedback for those presenting. The presenters ran the
slide show with the PI questions, answered student questions, and worked out
problems on the board. The observer took attendance, checked the accuracy
of the presenter, and supported the presenter with student questions.

3.1 Implementing Peer Instruction

We chose the free online tool Socrative to implement PI and increase engage-
ment. Wash found that students reported strong agreement that using such an
online tool increased their class participation, helped them receive feedback on
their performance, and aided in creating positive interactions with their peers
and/or professor [8]. Socrative is straightforward to use; a classroom code is
used to sign in as opposed to creating a personal account, and it is platform
friendly, usable on mobile devices and laptops [7]. PI questions were set up
in Socarative as anonymous and teacher-paced. Each such question was asked
twice using traditional PI pedagogy, after which the presenter would go over
both the correct answer and why the other answers were incorrect.

3.2 Creating Peer Instruction Questions

PI questions were specifically designed to address misconceptions in the liter-
ature. Kaczmarczyk et al. discovered four themes in CS1 misconceptions [3]:

• T1: Misunderstanding the relationship between language elements
and underlying memory usage.

• T2: Misunderstanding the process of while loop operation.
• T3: Lacking a basic understanding of the Object concept.
• T4: Cannot trace code linearly.

The authors developed a further breakdown of T1 (regarding memory usage):

• M1: Semantics to semantics
• M2: All Objects same size
• M3: Instantiated no memory allocation
• M4: Uninstantiated memory allocation
• M5: Off by 1 array construction
• P1: Primitive no default
• P2: Primitives don’t have memory

These misconceptions are self-explanatory, with a couple of exceptions. We
will rename “M1: Semantics to semantics”, which refers to misunderstanding
variable declaration by applying real world semantics to the process, as “M1:
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Table 1: CS1 Misconceptions Covered in PI Questions

T1 T2 T3 T4 M1 M2 M3 M4 M5 P1 P2
S1 X X
S2 X X
S3 X X X X X
S4 X X X X
S5 X
S6 X X X
S7 X X X X X X X
S8 X X X X X X X X
S9 X X X X X X X X
S10 X X X X X X X X
S11 X X X X X X X
S12 X X
S13 X X X X X X X X

Semantics to variable declarations”. And we will rename “P1: Primitive no
default”, which refers to misunderstanding that instance variables of a class
have no default value, as “P1: Instance variable no default”. Table 1 describes
the misconceptions covered in each session of the Fourth Hour.

3.3 Fourth Hour Curriculum Materials

The complete schedule and all instructional materials are publicly available
here: https://github.com/mGilbert15/The-Fourth-Hour. This repository
includes all presentation slides and supplementary materials, such as work-
sheets and sample code. The PI questions described in the previous section
are embedded in the presentation slides.

4 Results

Despite using motivation theory to market and promote Fourth Hour, atten-
dance was only significant the week before exams. Thus, a limiting factor
when looking at results of this study is the low number of participants. Fur-
thermore, learning gains and sense of belonging were greater for those students
who succeeded in the course without attending Fourth Hour.

Subsequently, we focused on identifying those from the control group who
were more like Fourth Hour attendees in characteristics, such as background
and early course performance. For sense of belonging, we focused on under-
represented students, which were one of the initial targets of this intervention.
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Figure 1: Fourth Hour Attendance Total per Week

4.1 Participant Attendance Trends

282 students registered for our CS1 Fall 2019, of which 262 participated in the
study. 71 unique students attended Fourth Hour at least once. 69 out of the
71 students that attended Fourth Hour gave consent to participate.

Fourth Hour attendance was collected every week and analyzed at the end of
the semester. Results shown in Figure 1 depict a trend of increased attendance
on exam weeks and immediate drop the week after. Note in weeks 4 and 9, the
Fourth Hour and exams were in the same week, while week 13 was the Fourth
Hour for the final exam in week 14. In the sections that follow, No Frequency
refers to students who attended Fourth Hour 0 times, Low Frequency is 1–3
times, and High Frequency is 4+ times. 193 students fall into No Frequency
category, 58 in Low Frequency, and 11 in High Frequency.

4.2 Evaluating Content Retention

To evaluate content retention over the course of a semester, we analyzed the
pre- and post-Core Assessment (CA) scores. Normalized learning gain was
calculated to quantify learning over the course of the semester using:

(post− pre)/(100− pre)

Students with a low normalized learning gain score had less learning gain than
students with higher scores in general. While there are theoretical situations
where students could score extremely high on the pre-CA and even higher on
the post-CA that result in misleading high learning gain scores, this was rare in
the actual data. Several students had a negative learning gain score, indicating
that they scored higher on the pre-CA than the post-CA. Negative scores could
be attributed to good guessing on the pre-CA, which was multiple choice as
opposed to the post-CA which was short answer. For all of the questions, data
was omitted for those that didn’t complete either the pre or post-CA.

50



Figure 2: CS149 Students with No Prior Coding Experience

The initial question was to determine if there was a significant difference
in learning retention between Fourth Hour attendees and the control group
that did not attend. A Shapiro-Wilk test determined the data was not normal,
so a Wilcoxon Rank Sum test was used to determine that the difference was
statistically significant (W=2761, p=0.0004443). It was not a surprise that
overall students who did not attend Fourth Hour had higher material retention
than those who did attend. Fourth Hour attendees were likely to be struggling
students seeking help, while those that never attended were likely to be making
good progress.

Subsequently, we decided to compare smaller populations of students that
had more similar characteristics (to see what difference, if any, Fourth Hour
made). We compared students who had little to no prior programming expe-
rience, as well as those who had low performance on the first midterm. The
next two subsections describe the results.

4.2.1 Evaluating Students with no Previous Coding Experience

Was there a significant difference in learning retention between students who
had no previous coding experience who attended Fourth Hour? What impact
did High Frequency (HF) attendance vs. Low Frequency (LF) attendance have?

The data was determined normal. The HF group had p=0.8981 and LF
group had p=0.206 based on a Shapiro-Wilk test with a significance level of
0.05. An unpaired 2-tailed T-Test (0.05 significance-level) yielded no statisti-
cally significant difference between the two groups (p=0.2907), although the
mean values appear to differ. (HF 0.592, LF 0.449, No Frequency 0.568). See
Figure 2. The sample size was insufficient. (LF n=28, HF n=6).
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Figure 3: Normalized Gain Between Tests for First-year Students

4.2.2 Evaluating First Year Students with Low First Test Scores

If we consider only first-year students who performed below the mean on the
first coding exam (N=31), we find that those who regularly attended Fourth
Hour outperformed those who did not, as shown in Figure 3. The Wilcoxon
Rank Sum test suggests that these two populations have differing medians, but
the results again are not significant (p=0.23).

4.3 Evaluating Sense of Belonging

Students who participated in the study were asked to take three surveys over
the course of the semester. The most interesting result comes from five items on
the last survey. The items were preceded by “In this computer science class. . . ”

1. I feel that I belong to the computer science community.
2. I feel accepted.
3. I feel like an outsider.
4. I try to say as little as possible.
5. I trust my instructors to be committed to helping me learn.
Questions were presented in Likert Scale format. Positive items (1,2,5) were

given the numerical values: strongly disagree: 1, disagree: 2, neutral: 3, agree:
4, strongly agree: 5. Negative items (3,4) numerical value scales were reversed.
Sense of belonging was calculated using the mean score. Scores closer to 1.0
correspond to lower sense of belonging.

Perhaps not surprising, self-belonging scores for those who attended Fourth
Hour were considerably lower than self-belonging scores for those who never
attended Fourth Hour. This is at least in part because students seeking outside
help usually do so after poor results that impact belonging. The box plot in
Figure 4 depicts sense of belonging at the end of the semester using mean scores
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Figure 4: Sense of Belonging in CS149 Students

based on racial demographics. The trend of lower self-belonging for Fourth
Hour attendees continued, except for Asian attendees. While these results are
not statistically significant, we report them to document our methodology.

5 Conclusions and Future Work

This study developed materials for a series of CS1 review sessions called Fourth
Hour. We designed dozens of Peer Instruction questions based on misconcep-
tions in the literature. The primary contributions here are the structure of the
intervention along with the materials and PI questions. In addition, our initial
analyses show the potential of the intervention and direction of future work.
Statistical analysis on assessments and attitudinal surveys suggest that strug-
gling students with lower sense of belonging were the ones who sought help.
Interactions with Fourth Hour attendees indicated participants felt better after
attending, and attendance improved in the middle of the semester. Therefore,
we believe the intervention has potential to improve both learning gains and
sense of belonging, especially for underrepresented students.

To fully assess the intervention, future work will consider weekly assess-
ments and/or extra credit to motivate increased attendance, pre and post
assessments for each session, different measures of learning gains, and mixed-
methods analysis with attending students. TAs as well as attendees should be
surveyed, because TAs anecdotally indicated they too benefited from the expe-
rience. It is encouraging that a high percentage of underrepresented students
and those with less programming experience do seek outside help. Though they
had lower sense of belonging than the control group, that sense of belonging
was not so low that they declined to participate. Future efforts will emphasize
outreach to these students.
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Abstract

With the recent successes of research in Artificial Intelligence (AI),
specifically Machine Learning (ML), infusion of AI and ML concepts and
use of tools can help increase the responsible adoption of AI and ML in
different disciplines. We report on the design of a workshop on ML,
results from the evaluation of the workshop, and suggests topics and
pedagogical approaches that may be adopted for disseminating the core
concepts of ML which are among the most prevalent data-driven mod-
eling approaches in AI. The workshop individually targeted a diverse
range of participants including college and university faculty members
from different disciplines at 2-and-4 year institutions. The materials of
the workshop were made publicly available. Future workshops and edu-
cational modules building on this work will be able to infuse knowledge
of the frontiers of AI and problems & benefits.

1 Introduction

When AI pioneer Geoff Hinton says “Deep learning is going to be able to do
everything,” [7] many are likely to take notice, but understanding and agreeing
on what exactly he means by everything and what it means to be able to do
those things can become a very challenging task. Dr. Hinton is in a group
of esteemed individuals who have been making similar statements. Even after

∗Copyright ©2021 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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these pronouncements there seems to be a significant number of examples where
the actions of AI in the real world are of major concern [13].

Disseminating AI knowledge is an important goal and institutions of higher
education need to lead in this effort by engaging educators and researchers
from multiple disciplines. The overall goal of the workshop development and
implementation project reported in this article was to conceptualize, design,
and implement a model for individually targeted infusion of Machine Learning
(ML) concepts and skills. It describes the experiences of the authors who
organized a summer workshop (July 20-24, 2020) on teaching ML techniques
at Fayetteville State University (North Carolina). The foundation for launching
this effort targeted professors at 2-and-4-year colleges and universities. It had
two goals: 1) Increase understanding of the successes of AI and its limitations
as described above, 2) Provide an enriching teaching and learning experience
using active learning pedagogical techniques.

In addition to existing data trends from national market analyses on current
and future jobs in AI and allied fields, the authors collected their own data to
better understand and assess the local demand for teaching AI in colleges and
universities. This was done by gathering feedback from faculty members from
local community colleges and universities using online surveys, personal cor-
respondence, conducting site visits to colleges and universities, doing lectures,
and having follow up conversations.

2 The Need for Teaching ML at Colleges and Universities

The authors conducted a series of lectures at various institutions within the
University of North Carolina System including: Winston Salem State Uni-
versity, Elizabeth State University, NC A&T State University, and UNC Pem-
broke. The lectures were attended by both faculty and students from Engineer-
ing disciplines and Sciences. The authors also conducted phone conversations
with local officials from Cumberland county (where Fayetteville is located) and
the adjacent Bladen and Hoke Counties that are primarily rural and under-
served counties of the state.

As a follow up to the visits and conversations, an online survey was adminis-
tered to assess the biggest need area(s). A total of 39 responses were recorded.
The most common response (above 70%) was Artificial Intelligence (AI). The
respondents indicated that it is a high priority to educate underrepresented
students, students from underserved areas such as rural and/or remote commu-
nities, and first-generation college-enrolled students, to help prepare them for
future education and the STEM workforce and particularly AI within STEM.
In line with the directions suggested by the survey respondents, there are con-
versations happening at international meetings like the AAAI 2020 Workshop
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on Equity and Diversity in AI [3]. AI researchers and educators are also re-
searching the discrepancy in the quality of education worldwide, including AI
education.

Fayetteville State University is also in the proximity to Fort Bragg, one
of the largest military installations in the country. The military personnel
and their spouses make up a significant portion of the student population and
contractors seek talented graduates. The students trained in computing and
developing ML applications are in increasing demand. Job searches on Google
and Glassdoor using simple terms such as “data scientist,” “AI,” “Fort Bragg,”
and “Fayetteville,” yield in 50+ hits.

3 Machine Learning Explainability

Numerous barriers prevent students from acquiring AI skills [3]. Underserved
communities typically lack resources—equipment such as computers among
other tools. While adequate supply of equipment remains a challenge, an-
other gap is limited physical space for conducting hands-on AI activities such
as robotics and distributed sensing for decision making. Other challenges are
lack of enough trained instructors qualified to teach AI with qualified members
leaving underserved communities in search of better opportunities. Because
of these reasons, most underserved communities face critical challenges in ed-
ucating local students in AI and therefore, fail to accommodate the rapidly
changing state of art in AI, especially development of new ML models and
their applications.

In addition to the above challenges, there are specific challenges related to
the limited explainability of AI models [12]. AI models are very heterogenous
requiring a substantial effort to construct an integrated teaching approach. Ex-
plainability is a growing area of research in ML [4, 11]. Most of the research
is oriented towards explainability as an indicator of limitations of ML mod-
els in various disciplines [14, 10, 15]. ML explainability is strongly related to
educational “explainability.” In order to design the individually targeted AI
workshop, the authors have extracted from the literature a taxonomy of ex-
plainability components [6, 5]that directly relate to the educational applications
and outcomes to help construct educationally-oriented ML “explainability.” An
important characteristic of the workshop plan was to emphasize diversified ML
content and teaching methods that are responsive to the needs of learners from
both Computer Science and other disciplines.

Several core elements of each ML process and the taxonomy of the “explain-
ability” of ML processes in a broader sense are presented in the table below.
According to this classification, “transparency” is the first component and it ad-
dresses the fundamental issue of understanding any ML process. In a basic ML
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process, a model is learned from the given input data and with a specific learn-
ing algorithm. Then, in the next phase, the output results are computed using
the learned model. Transparency of an ML process can therefore be further
classified into the transparency of an overall process structure and function,
the transparency of individual process components, the transparency of the
learning algorithm, and transparency of how the specific solution is obtained
by the algorithm. This document refers to these four transparency categories
as shown in Table 1 as: process transparency, component transparency, trans-
parency of learning algorithm, and transparency of testing algorithm.

Informally, full transparency is the opposite of the ”black-box” restricted
visibility, where using an ML model to perform predictions is the main goal,
but the question of how the model outputs its predictions is left unanswered.
Transparency thus indicates the level of understanding on how the model actu-
ally works. Transparency was explained further by referring to simulatability
(considering the entire model) decomposability (considering individual com-
ponents) and algorithmic transparency for the learning and testing algorithm.
All transparency categories determine how well each component’s function and
structure can be explained in understandable terms to a human.

The analysis of the role of hyper-parameters is also important in order to
consider all ML process complexities. Hyper-parameters can determine general
model structure, components, optimization algorithm, learning rate, and the
size of stochastic sampling, and are often chosen in a heuristic fashion [12].
Due to the possible presence of several local minima, the solution is usually
not easily reproducible; therefore, these decisions are not transparent. They
can be considered as part of the transparency of the process or associated with
the learning algorithm. Transparency of ML processes is an important part
of student learning knowledge since this knowledge is needed to optimize the
models with respect to high accuracy. Recently there is also growing need to
provide the explanation of output results with respect to domain knowledge
[11].

In addition to “transparency,” another core element of each ML process is
identified in Table 1. This category is titled “explainability for domain knowl-
edge” and it requires techniques to discover the underlying reasons for the ML
to produce specific results. The explanability of a complex ML process can
be improved by using simpler models with only less accurate result. Tradi-
tionally, decision trees were used for the explanation of results. More recently
the model-agnostic module LIME [11] by Ribeiro et al. was proposed. In the
latter case, feature importance can be detected by local linear proxy model in
the neighborhood of a focused data. The educational content analyzed here,
namely ML processes, is diversified in terms of explainability as shown in the
Table 1. Such content is significantly different from content in other areas/dis-
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ciplines and making the educational process effective requires special effort.
Frequently, ML processes cannot be easily explained, and the user has to deal
with “black-box” models. Mapping the hard-to-explain content with the proper
pedagogical methods is critical. There are multiple pedagogical approaches to
teaching various algorithms, procedures and rules developed for the “black-box”
or “gray box” approach.

4 POGIL as a Teaching Method To Address ML Teaching
Challenges

The Process Oriented Guided Inquiry learning (POGIL) teaching technique
[9] supported the authors efforts and help them design hands-on activities in
AI education. They aligned explainability (Table 1) into the POGIL teaching
method. As a result, they were able to choose the best teaching method instead
of applying one solution that may not fit all.

Table 1: Taxonomy of AI Processes Explainability

Model/
Algorithm

Transparency
Of Whole
Process

Transparency
Learning
Algorithm

Transparency
Testing
Algorithm

Transparency
Hyper-
Parameter

Explainability
for domain
knowledge

Linear
Regression High High High High High

Decision Tree High High High High High

SVM Moderate to
High Moderate Moderate to

High Low Low

Generic NN Moderate to
High Moderate Moderate to

High High Low

Generic
Convolutional
Networks

Low to
Moderate

Low to
Moderate

Low to
Moderate

Low to
Moderate

Low to
Moderate

Generic NL
Deep Learning Low Low Low Low Low

As a pedagogical approach, POGIL allows students to socially construct
knowledge through iterative cycles that include three steps: exploring a model,
inventing a concept, and applying the resulting ideas. A growing body of re-
search indicates that relative to lecture-based approaches, POGIL supports
student learning more effectively [8]. It allows for a structured approach that
requires participants to work in self-managed or regulated teams to explore
content, ask questions, solve problems, conduct analysis, record the proceed-
ings, and cooperate to draw valid conclusions. While there are any number of
student-centered active learning classroom techniques, POGIL is unique in that
it makes students responsible for their own learning, in collaborative teams, so
it helps them develop group process skills while they are gaining content knowl-
edge.
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Within the POGIL methodology, the authors used an AI platform called
Google Colab which hosts notebook service for AI and Data Science [2]. The
main intent behind using the POGIL technique was to enable workshop par-
ticipants to learn and work in teams, collaborate to understand a concept and
solve a structured problem or set of questions rather than being given the con-
tent via a lecture by a teacher. In summary, the POGIL approach included:
1) Faculty generated model and related content and 2) Specific problem or
defined set of questions for small groups to solve/answer with little guidance
from the facilitator.

5 Workshop Organization

In summer 2020, the authors of this paper hosted a week-long workshop titled
Strategies to Train and Engage Students In Artificial Intelligence. The work-
shop brought together educators from across North Carolina who learned to
use new tools and strategies for teaching AI that would benefit students from
diverse backgrounds [1]. The workshop was evaluated by MN Associates, Inc.
(MNA). A total of 19 participants engaged in hands-on sessions offered at the
AI workshop. Of these, one of the educators was from a community college and
18 were from various universities. The following were goals of the workshops:

• Develop strategies to provide AI knowledge and skills to college students
• Develop techniques for exposing students to the frontier of AI knowl-
edge–problems & benefits emphasizing Machine Learning

• Developing and applying AI computing frameworks including Cloud com-
puting for ML

• Using Python with AI libraries
• Integrate AI computer coding in teaching methods

In the pre-workshop phase the authors and MNA co-developed an online
participation interest form (pre-survey) that was sent to various UNC system
colleges, universities, and high schools to help recruit workshop participants.
Questions related to demographic questions as well as prior/current knowledge
of AI topics such as Regression, Decision Tree, and Artificial Neural Networks
were posed. Upon completion, the authors extended a formal e-invite to the
participants in preparation of the workshop.

Daily post-survey questions were posed as a series of multiple-choice and
open-comments questions related to each day’s sessions. In both pre- and post-
workshop surveys, the participants were asked to rate on a 5-point Likert scale
(Low to Very High) the level of their understanding of three topics- Regression,
Decision Tree, and Artificial Neural Network before and after the workshop.
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6 The Workshop and Results

During the workshop three model building approaches were introduced: Re-
gression, Decision Tree, and Artificial Neural Networks. The materials from
this workshop are available on Github [1].

6.1 Regression

The relatively well-known regression model was introduced first. Understand-
ably, the initial level of the understanding of the topic among the participants
was already very high compared to other topics. Still, majority of participants
reported that their understanding of regression model improved after the expo-
sure to POGIL lessons. During this phase of the workshop it was evident that
there were two relatively different groups of participants in respect to previ-
ous exposure to ML concepts. The percentage points change in understanding
from pre-to-post workshop is shown in Figure 1.

Figure 1: The percentage points change in understanding from pre-to-post
workshop for regression model.

6.2 Decision Tree

The less-known (relative to Regression) Decision Tree learning model was in-
troduced next. Surprisingly, the initial level of the understanding of the topic
among the participants was already high compared to other topics. Our hy-
pothesis is that the answers were related to using the decision tree and not
necessary constructing it in a bottom-up method from labeled data, as done
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in ML. Based on the survey, majority of participants also reported that their
understanding of Decision Trees model improved after the exposure to POGIL
lessons. During this phase of the workshop it was observed that the first group
moved from level 1 and 2 to level 3 and the second group moved from level 3
to 4 or 4 to 5. There were no big jumps as in the case of regression but smaller
and consistent growth of reported knowledge. The percentage points change
in understanding from pre-to-post workshop is shown in Figure 2.

Figure 2: The percentage points change in understanding from pre-to-post
workshop for Decision Tree model

6.3 Artificial Neural Network (ANN)

The ANN model was introduced last. The results of workshop here show a
considerable impact. First of all, the initial level of the understanding of the
topic among the participants was much lower compared to other topics. The
majority of participants also reported that their understanding of ANN model
improved significantly after the exposure to POGIL lessons. The percentage
points change in understanding from pre-to-post workshop is shown in Figure
3.

7 Summary

Based on the assessments conducted by the authors during a summer workshop
on teaching AI, results from the evaluation of the workshop, and understanding
the burgeoning needs of AI education, this article suggests topics and peda-
gogical approaches that may be adopted for disarming the core concepts of
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Figure 3: The percentage points change in understanding from pre-to-post
workshop for ANN model

ML which are among the most widely used data-driven modeling approaches
in AI. These workshops may be individually targeted to a diverse range of
participants including both Computer Science and non-Computer Science stu-
dents, and college and university faculty members from different disciplines at
2-and-4 year institutions. The content of future workshops and educational
modules should continue to expose students to the frontier of AI knowledge
and problems & benefits.
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Hey Alexa! A Fun Introduction to AWS
Lambda, Serverless Functions, and
JavaScript with Conversational AI∗

Conference Workshop
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Learn how to design and create engaging cutting-edge apps! We’ll intro-
duce principles of designing apps that apply freely available conversational AI
tools (e.g., Alexa, Google Home, and Siri) [2]. We’ll explain the powerful and
easy ‘serverless’ functions that power them - no programming experience re-
quired! We’ll introduce cloud computing and show the benefits of serverless
functions [1]. Along the way, participants will open an Amazon Web Services
account and get started as an Alexa developer for free!

We’ll show how to use AWS Lambda to run code without worrying about
servers, complex file transfers, or setup. We’ll show you how to easily upload
and edit simple web-enabled functions. You’ll learn how Alexa can be used to
illustrate basic programming concepts like programming flow and enumerated
types. Participants get access to the project code for the reference app, check-
lists for working through the steps to publish, and if they like, can leave with a
newly submitted Alexa skill customized for their organization or institution.
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Abstract

CS faculty have spent the last several years adding parallel computing to their
curricula since essentially all processors sold today have multiple cores. A
typical target system is a multicore processor with identical cores. This is the
configuration for most current desktop and laptop systems, but the technology
continues to evolve and systems are incorporating heterogeneity. Many phone
processors include cores of different sizes so the phone can vary its power and
performance profile over time. Other processors incorporate low-power modes
or instructions for specialized computations. Meanwhile, high-end systems
make heavy use of accelerators such as graphics cards. We are at a stage where
heterogeneous computing concepts should pervade the curriculum rather than
being limited to upper-level courses.

This tutorial motivates heterogeneous parallel programming and then presents
modules that introduce aspects of it such as energy/performance tradeoffs,

∗Copyright is held by the author/owner.
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SIMD programming, the benefit of memory locality, processor instruction set
design tradeoffs, and CPU task mapping. Each module uses only a few days
of class time and includes assignments and/or lab exercises which are avail-
able online (https://github.com/TeachingUndergradsCHC/modules/). Here
are the modules:

1. The first module shows the challenges and benefits of task mapping on
a heterogeneous system. The module includes a lab to provide students
with hands-on experience running parallel workloads in heterogeneous
environments. It is aimed at CS 2, but also fits in Systems and Parallel
Programming courses.

2. The second module looks at heterogeneity on ARM processors, particu-
larly Thumb mode, a low-power mode with restricted instructions. The
module is based on the Raspberry Pi, a low-cost system aimed at hobby-
ists. It highlights performance/power tradeoffs and is aimed at Computer
Organization.

3. The third module shows how memory locality can improve performance
on a program that uses CUDA to run on a graphics processing unit
(GPU). This module demonstrates heterogeneity resulting from both
CUDA’s SIMD model of computing and the different memory types on
a GPU. It highlights memory locality and is aimed at systems-oriented
courses.
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Motivation It is well known that C is a somewhat weakly typed (not
strongly typed) language. However, it is not always clear how to let students (1)
realize that this “weak typing feature” of C could potentially cause issues and
(2) consequently understand the importance of the “strong typing” advocate in
programming languages. This nifty assignment presents an exercise that aims
to do just that.

Overview Traditionally, C does not have an authentic boolean type nota-
tion and the associated true and false constants1, although it offers the if-else
statement where a boolean-typed expression would be needed, and the com-
parison expressions where a boolean-typed result would be produced. In C,
“zero values” (e.g., 0) are treated as false, and any “non-zero values” (e.g., 1)
are treated as true. While this mechanism works fine in most situations, it
does cause some strange problems in some cases. For example, consider the
expression 3<7<5. Not only is 3<7<5 legal in C, but it evaluates to 1 (true) in C
as well. Now, the result 1 (true) produced by 3<7<5 may seem to be puzzling,
strange, or “counter-mathematical” to students, since 3<7<5 is mathematically
false. What transpires here is that C treats 3<7<5 as (3<7)<5. As 3<7 evalu-
ate to 1 (true), (3<7)<5 is reduced to 1<5, which subsequently evaluates to 1

∗Copyright is held by the author/owner.
1In C99, words true and false can be recognized as bool-typed values with the inclusion

of <stdbool.h>; but they are just synonyms of 1 and 0. No fundamental changes are made.
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(true). So, naturally, we would be wondering: What can conceivably be done
in C (in terms of typing) so that this “counter-mathematical” expression will be
statically blocked by the C compiler (especially noticing that expressions such
as a<b<c will not compile in Java)?

Classroom Observations and Possible Gains
This question/problem was discussed in a junior-level course on Unix and

C Programming, and students in that class were later asked to propose their
solutions to this problem in writing. Surprisingly, most students failed to
propose introducing an authentic boolean type (something similar to that in
Java) and the associated typing rules into C so that 3<7<5 will be rejected
by the type-checker of the compiler. In particular, they failed to see that a
newly introduced authentic boolean type with values (true and false) is able
to tag 3<7 as a boolean-typed (sub)expression, and that the expression 3<7<5
(parsed as (3<7)<5) will be subsequently blocked by the compiler for typing
errors since a boolean-typed expression or value is not comparable with an
int-typed expression or value.

Rather, most of the students proposed to let the C compiler disallow ex-
pressions of the form of a<b<c and force them to be rewritten as a<b && b<c.
Although this solution appears to be able to “solve” the 3<7<5 problem since
3<7 && 7<5 would yield 0 (false) now, it is unfortunately not implementable as
long as the authentic boolean constants true and false are delegated as integers
1 and 0 in C. To see this, we begin with the assumption that expressions such
as a<b where a and b are of type int, are allowed in C. By the way that a type
system works, any int-typed expressions can be put into the positions of a and
b in a<b to construct new expressions. As such, noticing that the expression
3<7 is of type int (as it evaluates to 1), it will be allowed to be put into the
position of a in a<b, resulting in the expression 3<7<b. Thus, expressions of
the form of a<b<c are an inevitable consequence of the combination of allowing
expressions of the form of a<b, and delegating boolean values true and false as
integers 1 and 0. The fact that most students missed this point suggests that
this problem might not be as simple as it looks, and it might trigger something
which requires a deeper understanding on how type-checking works.

Potential gains from this assignment may include:

• A realization and appreciation of the importance of strong typing (vs.
weak typing).

• An improved understanding on how the type-checking mechanism works.
• Inspired interests in advanced courses such as compiler construction or
theory of programming languages.

We hope that this assignment can be found useful by colleagues.
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A server is a computer program that provides a service to concurrently run-
ning clients. Nowadays using a server, such as a Web server, an email server,
etc., is a frequent, real-life activity for most Internet users. Creating a server
should be a learning experience in an undergraduate program in computer sci-
ence. Since a server and its clients usually run concurrently, this topic naturally
belongs to a course that has a concurrency component, such as operating sys-
tems. An assignment to create a server familiarizes students with a conceptual
model of a server and provides students with an opportunity to instantiate the
model.

An often-used conceptual model is that of a receptionist and a service-
providing staff. To service a client’s request, a server needs to perform two
tasks: first to connect with the requesting client and then to actually provide
the service to the client. The first task is like the job of a receptionist who
takes incoming phone calls from clients. Once the receptionist is in touch
with a client, the call is transferred to an appropriate employee, who provides
the actual service to the client. Hence, within a sever, there is a thread that
works like a receptionist. Once this receptionist thread connects with a client,
it creates a new thread, to be referred to as a client handler, that actually
services the client’s request. In other words, the process of servicing a request
is a two-part dialog. In the first part, the receptionist and the requesting client
establish a connection, and in the second part, a client handler delivers and
the requesting client receives the requested service.

Normally multiple client requests are made concurrently and thus multiple
client handler threads run concurrently, servicing the clients’ requests simul-
taneously. So a basic program structure of a server consists of a receptionist
thread, which, for example, may conveniently be the main method of the server

∗Copyright is held by the author/owner.
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program, and a client handler class, of which many client handler threads can
be created. Since a server and its clients usually run on separate comput-
ers, communication between the server and the clients takes place via message
passing.

As for the service to be provided by the server to be implemented in a
server-writing assignment, a simple but still interesting example is a server that
provides the following service: within 10 guesses the server correctly determines
an integer between 1 and 1000 that a client has in mind. The server should be
able to serve many clients concurrently. Implementing the receptionist thread
and the client handler class in Java is a reasonable programming assignment
in an upper-division semester-long 3-credit course in operating systems that
requires several programming assignments.

A simple way to test such a server is to telnet to the server. For example,
the following is a dialog with such a server via telnet. The client has the number
345 in mind. The name Sam and the responses H, L and C are entered by the
client and all other text in the dialog is from the server.

What’s your name?
Sam
Hi Sam. In your mind, choose an integer in 1..1000.
I will show your chosen number within 10 guesses.
500 ? Enter C if correct, H if too high, or L if too low
H
250 ? Enter C if correct, H if too high, or L if too low
L
375 ? Enter C if correct, H if too high, or L if too low
H
312 ? Enter C if correct, H if too high, or L if too low
L
343 ? Enter C if correct, H if too high, or L if too low
L
359 ? Enter C if correct, H if too high, or L if too low
H
351 ? Enter C if correct, H if too high, or L if too low
H
347 ? Enter C if correct, H if too high, or L if too low
H
345 ? Enter C if correct, H if too high, or L if too low
C
Thank you, Sam

Obviously, the server uses the bi-section method (i.e., the interval-halving
method) to find the client’s chosen integer. Since log21000 < 10, the server is
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able to do so within 10 guesses. When the server detects inconsistency in a
client’s responses, the server informs the client with a message, such as Hey,
you cheated.

We note that such a server may create and destroy a large number of
threads. This overhead can be controlled by using a thread pool to reuse
threads and thereby to limit the number of threads that the server creates.
This enhancement is also an appropriate programming exercise.
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Abstract

Technological artifacts can be collected as evidence, used by inves-
tigators, or misused by suspects. The presented assignment is aligned
with one of several topics covered in introduction to digital forensics,
a required course for students either majoring or minoring in cyberse-
curity. The assignment consists of three different components: a tech-
nology component, a legal case study, and a research component. The
assignment combines computing topics related to digital forensics with
criminal justice topics that are related to actual legal cases with at least
one piece of digital forensic evidence. The students will also research a
topic related to the role of technology in a digital forensics investigation
to expand their knowledge beyond the scope of the course.

1 Introduction

Digital forensics represents a relatively new area in forensic science that focuses
on discovery, investigation, and collection of evidence found on digital devices.
The course is part of a cybersecurity undergraduate program offered as an
interdisciplinary degree consisting of courses from computer science, criminal
justice, and information systems. The presented assignment is one of several
different assignments that share a similar structure and are assigned to the
same cohort of students who are enrolled in the introduction to digital forensics
course at a regional university. As illustrated in figure 1, each assignment
is designed to contribute to what students should know, be able to do, and
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consider by completing three different tasks: a research component, a hands-
on lab, and a legal case study.

2 The Assignment

Each assignment consists of three different components: a legal case study, a
technology component, and a research component.

2.1 The Legal Case Study Component

The first part of the assignment consists of a legal case study intended to
engage students and allow them to experience the legal aspects of a digital
forensic case. In this component, students are assigned an actual legal case
that is publicly available on the internet. This component of the assignment
reads as follows: There is an argument that says, many cases are lost in court
due to the mishandling of digital evidence: read the cases on page 2 of “Digital
Evidence and the U.S. Criminal Justice System.” [1] Then select one of the
cases to answer the following questions:

• Write one to two paragraphs summarizing the main facts about this case.
• Briefly describe the primary issue in this case as it relates to digital
evidence.

• Identify the primary legal issues.
• What was the court ruling on the case?
• Briefly comment on any constitutional amendments or explicitly refer-
enced laws that are related to this case.

• Briefly, summarize your reaction and state if you were surprised by the
court ruling on this case, why/why not?

2.2 The Hands-on Technology Component

The hands-on technology section of the assignment is to allow students to
experiment with hardware and software components similar to those used in
a digital forensics investigation. In this assignment, students were asked to
install and investigate the use of virtual boxes in a digital forensic investigation.
Students are requested to follow the steps below to complete the assignment:

• Install VirtualBox. Verify that you have completed the installation by
capturing a screen of the VirtualBox running on your machine. Include
the captured image in your homework submission.

• Describe the benefit of using a virtual box or similar software in a lab
used for examining digital forensic evidence.
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• Describe challenges related to investigating a computer for evidence when
the computer has a virtual box installed on it.

2.3 The Research Component

The research section of the assignment is intended to encourage students to
learn independently by researching new topics to expand their knowledge about
a challenge that they may face but are not currently familiar with. An exam-
ple of this component in the assignment is related to the use of technology in
encountering crime. Students are asked to learn about how emerging technolo-
gies such as social media, cryptocurrencies and blockchain applications, cloud
computing, the Internet of things, or big data analytics can be the source of
both opportunities and challenges in a digital investigation. The students are
asked to read the online article “Emerging Technology Trends and Their Im-
pact on Criminal Justice” [2] and write a one-page summary to describe the
use, limitations, and legal and technical issues related to the use of an emerging
technology in a digital forensics case.

Figure 1: Assignment Goals and Corresponding Modules.
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This panel discussion will look at what our graduate students need to stay
engaged and productive during the pandemic. Many graduate students are
nearly a half a world away from home while earning degrees, working, and
studying. This discussion looks at various teaching practices and approaches
that can help our students practice their skills in this challenging environment.
We will look at how to incentivize the high-performing students, how to engage
the many attending, but possibly quiet students, and look at what measures
can be taken to help engage students who might have temporarily “checked
out”. This discussion will ask about techniques tried and results obtained,
and help us improve our courses while mitigation measures continue. We’ll
be specific—synchronous/asynchronous, video-on/video-off, rewards-or-not for
engagement/attendance/participation, and how to assess performance while
minimizing cheating and/or circumventing the learning process. Practice ideas
may come from recent research [1, 2] and personal experience. Faculty benefit
from learning how students responded to different approaches in teaching.
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COVID-19 has disrupted the entire functionality of the world. It has
changed people’s daily activities and challenged us to adjust our life styles
to accommodate the need for social distance. This in turn has impacted how
industry and education operate. The overall structure and procedures within
industry and education have had to conform to this new normal. Our panel
will explore and discuss the impacts that COVID-19 has had on industry and
education, including how decisions made by one entity impacts the other. We
want to (1) address the disruptions to employees and the challenges they face,
(2) explore impacts on the interview and hiring processes and how it affects
graduates, (3) review changes in productivity across the different industries, (4)
examine the impact to leadership and promotion opportunities, and (5) con-
sider the challenges and adjustments for businesses, educators, and students.
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Our panel will examine how these impacts affect the job outlook, recent and
future graduates, and the skill sets that are now needed.
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