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Welcome to the 2022 CCSC Northeastern Conference

We welcome you most enthusiastically to the Twentieth-Sixth Annual CCSC
Northeastern Regional Conference at Pace University! It is so good to be able
to meet together in person for the first time in three years.

The COVID pandemic has truly shaken up how we teach. Everyone has had
to consider new ways of presenting material and keeping students engaged in
an online or hybrid environment. While often difficult, these unusual circum-
stances have allowed many of us the chance to explore some of the promising
new education technologies available today.

Throughout the roller-coaster ride of the past year, our CCSCNE board
and conference committee members have been flexible and optimistic in their
fantastic efforts to see this conference through. We are indebted to a diligent
group of reviewers who have kept the conference program up to its usual stan-
dards. We are grateful for the wonderful support of Pace faculty, staff, and
student volunteers in putting on this event.

All of our presenters have our sincere thanks for the work they have done in
distracting times, and for their willingness to share it with us. There were 10
papers submitted, out of which 6 were accepted. This represents an acceptance
rate of 60%. This year’s program also includes works previously accepted at
recent canceled or virtualized conferences. We look forward to our invited
speaker, Amanda Holland-Minkley, and the opportunity to explore her work
further in one of the conference sessions.

Finally, we thank everyone who has come to celebrate computer science
education in person with us at this conference. We hope you find the experience
rewarding, and that you come away with renewed enthusiasm for our field and
your unique contributions to it.

Rick Kline
Pace University

CCSCNE 2022 Conference Co-Chairs
Lawrence D’Antonio

Ramapo College of New Jersey
CCSCNE 2022 Conference Co-Chairs
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Developing a Cross–Platform Mobile
Course Using a Multi–Paradigm

Framework∗

Alisa Neeman
Mathematics and Computer Science

Muskingum University
New Concord, OH 43762

aneeman@muskingum.edu

Abstract

Mobile programming is a popular elective in the computer science
curriculum. The course designer must make choices about platform,
framework, and content from amongst the many capabilities the mobile
platform offers. This work shows students’ understanding of multiple
programming language paradigms and system issues can be strengthened
when using a cross–platform, multi–paradigm framework. The practical
usage of theoretical constructs is a motivating factor in their learning.

1 Introduction

Mobile course designs have often involved a choice between teaching a known
imperative language with a new library, or teaching a new imperative lan-
guage [12, 9, 4], in order to gain native performance. Gaining platform in-
dependence has required teaching web programming [1], or teaching a new
imperative language that compiles to multiple native platforms [3].

This work focuses on the design of a Mobile course using a multi–paradigm
framework, React Native. The React Native library is multi–platform, with
code being compiled to the native mobile platform on which it will run.

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.

11



It uses a mixture of JavaScript, CSS and XML markup languages. While
JavaScript supports object oriented programming, the React Native library
compels the understanding of functional programming for the library’s graph-
ical user interface. Additionally, in order to use updating or remote data re-
sources, students used the asynchronous language supports in the JavaScript
language. This work will show that using a multi–paradigm library with
markup, functional, object oriented, and asynchronous threading constructs
in a Mobile Apps course strengthens students understanding of some core con-
cepts across Programming Languages and Operating Systems. The paper also
covers trade–offs involved in pursuing this route.

2 Background

Previous work has revealed some important lessons for Mobile Apps course
design. The work shows the tradeoffs between taking time to learn concepts
or libraries, versus taking time to implement apps.

For starters, teaching Mobile is challenging because the material to be cov-
ered is very broad, including web access, sensors, GPS, database, et cetera [8].
To balance the complexity, this course covered a single asynchronous sensor
(GPS) and used file–based JSON (JavaScript Object Notation) data sources
as a precursor of learning NoSQL queries.

Setting up the development environment is another hurdle [2]. The com-
plexity of a Mobile Apps course can be exacerbated by attempting to cover
multiple platforms. Teaching two mobile platforms can be successful, but a
tradeoff on time for course content will occur [9]. Pure web development for
Mobile is alternative cross–platform approach, but misses out on native per-
formance and full features of the device [1, 3].

The goal of this work is to teach a cross–platform framework with native
performance, achieving the best of both worlds. The trade–off (and benefit)
for using the React Native framework, is the necessity to cover the functional
programming paradigm.

Finally, a Mobile programming course should address system issues such
as security and power management, but there is a tradeoff against time for
practical implementation such as creating a graphical user interface (GUI)
and connecting to device sensors [11]. Although Sung and Samuel posit that
focusing on practical implementation is the most suitable approach for under-
graduates [11], this work shows that students can achieve an understanding of
some systems issues by building an app that requires user permission to ac-
cess sensitive user data (geolocation, in this case), and subscribes to repeating,
asynchronous sensor updates.
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3 Methods

The Mobile Apps course was a first time offering using JavaScript React Native.
The course was designed for undergraduates who had previously taken some
web programming, but with minimal knowledge of the JavaScript language.

Figure 1: Students experience with web languages prior to the course.

The students reported varying levels of experience in web languages, as
shown in Figure 1, and the first week of the course was focused on strengthening
their basics in HTML, CSS and JavaScript. Emphasis was placed on features
that would translate to React Native such as on–click action handlers, screen
size–independent styling, and the Document Object Model. The remainder of
the course content was ordered as follows:

• JavaScript Concepts (ES6 through JavaScript 2018)

• Setting up the environment and creating basic apps

• Creating your own React Native component, props (parameters)

• Managing state and callbacks

• CSS flexbox layout and adding images

• Stack–based screen navigation

• Maps and asynchronous geolocation tracking

• JSON files and objects
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• Deployment, splash screen, and app icons

• Introduction to sound and animation

Course objectives focused on the design and implementation Mobile apps,
and mobile specific issues. However, it became clear that some programming
language and operating systems concepts were necessary when using the chosen
framework.

3.1 Functional, Object Oriented, and Markup Features

The second week was spent covering the newest JavaScript language features,
from both the Object Oriented Programming (OOP) and Functional Pro-
gramming paradigms. For OOP, students learned to create both classes and
JavaScript Object Notation (JSON) objects. The functional programming fea-
tures were a subset of those in a typical Programming Languages class, as
shown in Table 1. Arrow function syntax was unique to JavaScript. De–
structured lists were declarative syntax found in JavaScript, Clojure and Python.

Table 1: Comparison of JavaScript Features and Programming Language Cur-
riculum.

A history of JavaScript was included so the students could understand the
reason for the evolution of the language to include functional features. All
of the functional language features were crucial to understanding the React
Native GUI interface documentation.

Finally, students learned JSX, an XML (extensible markup language) exten-
sion to JavaScript, used to build React Native GUI components. JSX was very
intuitive with their web programming background. The Composite design pat-
tern, a pattern for a hierarchy of uniform components, was also presented [5].
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Figure 2: Puzzle App

The pattern was reflected in the XML
nesting of renderable components. Under-
standing the relationship between JSX com-
ponents and Composite design pattern, how-
ever, was not intuitive for the students, and
took them some time to absorb. Then stu-
dents were ready to learn to build their first
app, a sliding puzzle piece game, shown in 2.
The objectives were to learn file input, UI
layout, screen navigation, and event han-
dling. While assignments were individual,
Scrum project management [10] was used to
manage the work pace, fight fires, and get
feedback on additional course content that

needed to be covered. The practices included effort ranking for user stories
(with discussion of the reason for the chosen rank), choice of amount of work
per sprint, and daily standups where students reported what they had done,
what they intended to work on, and any impediments.

Students learned about props (parameters passed in through JSX elements’
attributes) and state (component–lifetime data). GUI components could be
built either as a function returning a JSX component, or a class rendering a
JSX component.

State was an important concept for components. The state for a React Na-
tive OOP component was initialized in a constructor, whereas a de–structured
list was used for state inside a React Native component function. Table2 shows
the two ways to create state for a React Native component. An interesting ex-
ample of a first class function behavior emerged. React’s useState returned a
function in its de–structured list! The function was a setter for the state vari-
able. However, state mutability meant the component was not a pure function.
Interestingly, a component function definition could contain a nested function
definition. A React Native function component had a structure surprisingly
similar to a class, containing both state and nested function definitions.

3.2 Students Preferred Functional GUI Components

The functional programming constructs gave students something to consider,
having a choice of programming paradigm. When surveyed, 5 out of 6 students
preferred Functional over Object Oriented components. One student reasoned,
regarding functions:

“They are easier to write because they do not require as much code to do the
same thing as a class component (not using the “this" keyword all the time!).

15



Table 2: Two ways to create state for React Native components

They are also faster then class components to render, which does not matter
all the time but there are times where the faster speeds are nice." [sic]

The student preferring JavaScript class components noted the similarity to
Java classes used in CS1, CS2 and Algorithms:

“Using classes that represent the component as a whole helps me visualize
the structure of the component better and I can tell what it is much easier. We
have used classes much more often throughout, using Java in other classes [i.e.
courses], that classes seem much more clean structure wise."

This shows that some students were considering programming language
issues of readability, writability, and performance when given the choice of
paradigms.

3.3 Using Asynchronous Threads

Figure 3: Map
App

The second project was a geolocation tracking app to help
the user find buildings on a campus map, and then find their
way back to their car. Until this point, students had focused
heavily on rendering their user interface, and re-rendering
the UI in response to user screen interaction. The objectives
of the second project were learning to use a device sensor
and understanding issues associated with mobile apps.

New geolocation updates arrived after rendering the UI,
and the UI could not block. Students had previous expo-
sure to AJAX (Asynchronous JavaScript and XML) to asyn-
chronously fetch data in the Web Programming course. For
this course, they instead learned JavaScript’s newer language
constructs for asynchronous updates: async, await keywords,
and Promise objects, which act as proxies for unknown data.
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Table 3: JavaScript APIs for asnychronous data fetch

The new syntax was simpler to learn and more descriptive of what was hap-
pening, as shown in Table 3. Further, a real world application of asynchronous
threads was a motivating experience for students.

Students’ apps requested map data from a free map tile server. This worked
fine in the iOS simulator, but the Android simulator simply used equivalent
Google map data.

3.4 System Power Optimization and Privacy

Subscribing for continuous updates was slightly more complicated, with pa-
rameters for frequency of polling time, and minimum distance change between
location updates. Without known defaults, students experimented to find the
best numbers to create a nice display of the walking path on the map, while
optimizing battery life. Students also learned to turn off location tracking
when the app was in the background, to preserve battery life. Finally, stu-
dents learned to prompt the user to permit geolocation tracking, raising their
awareness of privacy when using the service.
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3.5 Deployment and Platform

The only course content having distinct platform differences was in deploy-
ment. Students owned different phone platforms, so this was a concern to
them. Android and iOS had separate directory structures, separate processes
for compiling and bundling the app. Both deployment processes used free na-
tive platform development environments (Android Studio and Xcode, respec-
tively) [6, 7]. The Map service was another deployment pain point. Although
the apps ran well in the simulator, an Android deployment would crash unless
a Google Maps license key was registered.

4 Results

Data was gathered from a class of 6 students at a small liberal arts college.
Five were seniors and one was a junior. A series of surveys captured students’
perceptions of their learning and likes with the course design. The surveys
included Likert scale and reflection questions. Students listed what they found
interesting, in their own words:

“Running apps inside of phone emulators."

“The whole puzzle app in general have been enjoyable[sic]"

“MapView and Geolocation"

Regarding the use of Scrum practices versus a traditional, descriptive program-
ming assignments, half had no preference, and half preferred Scrum (a third
strongly preferred Scrum). Scrum worked well for managing the projects and
tracking issues. It seemed to bolster student motivation, although students are
generally highly motivated in Mobile courses [12, 2].

At the end of the semester, students were surveyed on whether they felt
the course content enhanced their understanding of asynchronous threads, as
shown in Figure 4. All students noted improvement to varying degrees.

Students reported even stronger improvement in understanding of func-
tional programming, as shown in Figure 5.

Students were queried as to whether the Mobile course helped them under-
stand other Computer Science course concepts. Student comments included:
“Examples of javascript code learned in mobile has been applicable to many of
the lessons taught in programming languages. (and Vice Versa)[sic]"
“JSON objects and Javascript concepts (anonymous functions, map).. helped
me understand Database Mgmt and Programming Languages concepts better."

When queried on what key thing(s) the students would remember from the
course, answers were quite varied. One third of students listed asynchronous

18



Figure 4: The degree to which understanding of asynchronous threads changed.

Figure 5: The degree to which understanding of functional programming
changed.

threads, but props, state, arrow functions, component life cycle hooks, JSON
objects, file I/O, and creating and publishing apps were listed. One student
wrote that the bugs of the React Native platform would be memorable.

5 Conclusions

Teaching Mobile using React Native cross platform, multi-paradigm framework
involves some trade–offs. First, it requires some background with web program-
ming languages: HTML, CSS, and a little exposure to JavaScript. Some review
will be necessary before diving deeper into JavaScript. Time must be spent to
teach the constructs from functional programming, although there would be a
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similar cost to teach a new imperative language for Mobile. Finally, despite
the use of the framework’s ability to translate to native code, deployment is
still platform–dependent.

The benefits include reduced time to teach multi–platform software with
native performance, as compared to teaching two separate platforms. This
work clearly shows the derived benefits in strengthening student understanding
of multiple paradigms: object oriented, functional, and markup, asynchronous
threading, and even a new design pattern.

Scrum further enhanced to students’ engagement with the course while
providing important feedback for the instructor. Games and geolocation proved
to be engaging assignments. Students requested further lessons on adding
sound and animation to apps. Those will be good project topics for future
course offerings, and both can run asynchronously.

References

[1] Peter Alston. Teaching mobile web application development: challenges
faced and lessons learned. In Proceedings of the 13th annual conference
on Information technology education, pages 239–244, 2012.

[2] Kelvin Bryant and Xiaohong Yuan. A course module on mobile program-
ming. Journal of Computing Sciences in Colleges, 31(5):5–11, 2016.

[3] Paul E Dickson. Cabana: a cross-platform mobile development system. In
Proceedings of the 43rd ACM technical symposium on Computer Science
Education, pages 529–534, 2012.

[4] James B Fenwick Jr, Barry L Kurtz, and Joel Hollingsworth. Teaching
mobile computing and developing software to support computer science
education. In Proceedings of the 42nd ACM technical symposium on Com-
puter science education, pages 589–594, 2011.

[5] Erich Gamma, Richard Helm, Ralph Johnson, John Vlissides, and Design
Patterns. Elements of reusable object-oriented software. Design Patterns.
massachusetts: Addison-Wesley Publishing Company, 1995.

[6] Google. Android studio. https://developer.android.com/studio.

[7] Apple Inc. Xcode. https://developer.apple.com/xcode/.

[8] Roy P Pargas, Punit Kulkarni, Greg Edison, and Barbara J Speziale.
Teaching mobile app software development is a challenge! In Proceedings
of the 45th ACM technical symposium on Computer science education,
pages 721–721, 2014.

20



[9] Bryson R Payne. Teaching android and ios native mobile app development
in a single semester course. Journal of Computing Sciences in Colleges,
30(2):176–183, 2014.

[10] Ken Schwaber and Jeff Sutherland. Scrum. https://www.scrum.org/.

[11] Kelvin Sung and Arjmand Samuel. Mobile application development classes
for the mobile era. In Proceedings of the 2014 conference on Innovation
& technology in computer science education, pages 141–146, 2014.

[12] David Wolber, Harold Abelson, and Mark Friedman. Democratizing com-
puting with app inventor. GetMobile: Mobile Computing and Communi-
cations, 18(4):53–58, 2015.

21



Instilling Conscience about Bias and Fairness in
Automated Decisions∗

Sheikh Rabiul Islam1, Ingrid Russell2,
William Eberle3, and Darina Dicheva4

1University of Hartford
shislam@hartford.edu

2University of Hartford
irussell@hartford.edu

3Tennessee Tech University
weberle@tntech.edu

4Winston-Salem State University
dichevad@wssu.edu

Abstract

Automated decision-making that impacts human interests, rights,
and lives, in particular different data mining and artificial intelligence-
based techniques, have become an integral part of many high-stakes ap-
plications such as sentencing and bail decisions, credit approvals, hiring,
and predictive policing. However, fairness concerns, such as discrimi-
nation based on race, age, sex, etc., primarily stemming from data and
algorithmic bias, is one of the major and contemporary problems associ-
ated with automated decision-making. In a traditional Data Mining, Ar-
tificial Intelligence, or Machine Learning course, educators usually teach
different automated decision-making techniques but largely with limited
coverage on their ethical concerns such as fairness, transparency, and
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for components of this work owned by others than CCSC must be honored. Abstracting with
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privacy. In this paper, we share our experience in building and incor-
porating a fairness module 1 in an existing undergraduate Data Min-
ing course, within traditional content, and evaluate the outcome of the
initiative. The module includes lectures and hands-on exercises, using
state-of-the-art and open-source bias detection and mitigation software,
on real-world datasets. The goal is to help instill the consciousness of
fairness and bias at the very early stage of a potential future developer
of automated decision-making software. The module is easily adaptable,
and can be integrated into other relevant courses including introductory
Artificial Intelligence and Machine Learning courses.

1 Introduction

With the advancements in computing and Artificial Intelligence-based tools
and techniques, the need to analyze large and heterogeneous data has trig-
gered automated decision-making in many real-world, high-stakes applications
such as sentencing and bail decisions, credit approvals, hiring, and predictive
policing. However, fairness is one of the prevailing ethical concerns with auto-
mated decision-making, and is a key stumbling block to advance the confident
use of AI in application areas where the automated decisions impact human
interests, rights, and lives. A few of the recent incidents of “ethical crisis” [9]
in AI include Cambridge Analytica’s involvement in influencing hundreds of
elections globally [7], Google employee protests over military contracts [18],
biased algorithms in Amazon’s hiring processes [14], and racial discrimination
in predictive policing [16]. In the context of decision-making, a fair decision is
free from favoritism or prejudice towards individuals or groups based on their
inherent or acquired characteristics. In contrast, a biased decision is skewed
towards a particular person or group [13]. Data bias and algorithmic bias are
the primary contributing factors for fairness related risks in AI-based decision-
making. A particular group can be disproportionately represented in the data
due to natural or systematic bias in the data collection process; and a group
could be subject to statistical discrimination that is inherent in AI algorithms.

Traditionally, undergraduate Computer Science courses such as Data Min-
ing, Machine Learning (ML), and Artificial Intelligence (AI) cover topics as-
sociated with automated decision-making. These courses are also core and
relevant courses for a Data Science curriculum. At some institutions, these
courses contain overlapping content, while at others, they are blended into one
or multiple courses. However, the concept of fairness is comparatively new and
is sometimes only discussed in details in graduate-level courses such as Ethics
of Artificial Intelligence, and Ethics and Governance of Artificial Intelligence.
In addition, at the undergraduate level, a standalone course on fairness is not

1https://www.dropbox.com/s/4jn88butuveaewc/bias-fairness-module-v1.pdf?dl=0
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feasible due to the level of difficulty and the many other essential courses that
need to be broached in a university’s computer science curriculum. Therefore,
instead of a standalone course, we have created a concise, high-level concept
module [2] on bias and fairness in automated decisions, with (1) lecture mate-
rial, (2) demonstrations, and (3) assignments (i.e., exercises) using real-world
datasets. The lecture contains some of the prominent cases of discrimination
with automated decision-making that affected human rights. For instance, in
2016, ProPublica, an independent and non-profit news provider, reported ev-
idence of racial inequality in automated criminal risk assessment algorithms.
The demonstration covers a bias detection and mitigation tool. For bias de-
tection, we use Aequitas, and for bias mitigation, we use IBM AI Fairness 360.
In addition, the demonstration is performed with a real-world case, predicting
the risk score of recommitting a crime, with the well-known public dataset
COMPAS. The assignment is related to students’ term project, in this case, in
a Data Mining course, which is a semester-long group project of two members
per group. The assignment asks the students to test their term project for the
detection and mitigation of potential bias and discrimination using the demon-
strated tools Aequitas and IBM AI Fairness 360. Students are also asked to
write their findings as a section in their group’s term project report. In cases
where there is no identifiable protected attribute in a project, they are told
to justify, in the term project’s report, why their project does not have any
fairness related risks.

We included the developed module in an undergraduate Data Mining course
at the University of Hartford, taught in the fall of 2020 and 2021. While the
module was introduced in an undergraduate level course, it can be also in-
troduced in graduate level AI/ML courses. Before starting the module, stu-
dents were requested to take a pre-survey (a Likert scale survey) assessing
their knowledge on fairness and discrimination. Students took the same survey
again as a post-survey, at the end of the semester after they had completed
all the components of the module. We found that the introduced module has
helped to instill the consciousness of fairness and bias in students, and students
found the module helpful and crucial to include in the undergraduate CS cur-
riculum. Due to overlapping content, the module is easily adaptable and can
be integrated into other relevant courses including Artificial Intelligence and
Machine Learning. The initial findings is part of the poster session of SIGCSE
2022 Technical Symposium. In this paper, we describe the fairness module in
Section 3. The demonstration, done with the real-world dataset COMPAS, is
discussed in Section 3.2. The details of our findings are described in Section 4.
In Section 5, we conclude the discussion with some future research directions.
While the student module will be made publicly available, currently the lecture
component of the module is available at [2].
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2 Background

The integration of AI is commonplace nowadays in various aspects of human
life. With the increase of various ethical concerns, it is time to revisit what
future designers and developers of AI systems are learning when it comes to
AI [8]. It is of paramount importance that future members of the AI commu-
nity, and other stakeholders, understand and embrace their responsibilities to
enhance the benefits of using AI while mitigating potential adverse effects. To-
wards achieving that goal, [8] emphasizes the systematic inclusion of AI ethics
(e.g., privacy, fairness) into the CS curriculum, provides different approaches
to AI ethics, and offers a set of recommendations related to AI ethics pedagogy.

Grosz et. al. [10] present an approach, ”Embedded EthiCS”, to incorpo-
rating ethical reasoning into computer science education. Their module for
an introductory Machine Learning course briefly covers different theories of
wrongful discrimination. However, as the module is developed for multiple
courses, such as Big Data, Machine Learning, Data Systems, and Program-
ming Languages (a few of those at the graduate level), detailed discussions of
covered content, hands-on-exercises, and evaluations are unavailable.

Blair et. al. [6] propose a five-step methodology to incorporate cyber-
security concepts into traditional computer science curriculum without adding
a significant amount of new content [6]. Fiesler et. al. [9] analyze 115 syllabi
from university technology ethics courses that advance the inclusion of ethics in
the computing curriculum. Reich et. al. [15] took a multidisciplinary approach
to develop a new course by three instructors, from philosophy, political science,
and computer science, at the intersection of ethics, public policy, and technol-
ogy, that combines knowledge from humanities, social sciences, and computer
science. They found, from students’ responses, that a deeply multidisciplinary
approach strongly resonates with students. According to Slavkovik et. al. [19],
AI ethics is challenging to teach as the discipline itself is very new and no text-
book has been established. Another challenge is introducing methodologies
and skills from humanity and social sciences to CS students.

From the literature survey, it is evident that there are many prevailing eth-
ical issues in the domain of Computer Science, in particular in the application
of AI or ML which is usually the foundation of automated decision-making
systems. There is no one-shot solution or perfect solution that can completely
address these issues. To address various ethical issues, there is a need for
multidisciplinary efforts and educational awareness.

In this paper, we share our experiences in building and using an interactive
module on fairness in automated decision-making that engages students in
detecting and mitigating bias in real-world applications.
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3 Fairness Module
The module focuses on both theoretical and practical knowledge. It consists
of three main components:

3.1 Lecture
The lecture component mainly focuses on the theoretical knowledge of bias
and discrimination. The lecture materials [2] can be covered easily within two
individual lectures, each about 50 minutes in duration, although we covered
those in a single session of 75 minutes. Topics covered are as follows: (a)
Various definitions of bias and discrimination, (b) Categorizations of bias and
discrimination, (c) Real-world and prominent cases of discrimination with au-
tomated decision-making, (d) Fairness terms and metrics, (e) Bias detection
and mitigation tools, (f) Details of the COMPAS dataset and a case study with
demonstration.

The lecture starts with the definition and categorization of different biases
and discrimination. According to [13], different kinds of discrimination that
might occur include: (1) Direct discrimination: when the protected attributes
(e.g., sex, race) of individuals explicitly result in a non-favorable outcome to-
ward them; (2) Indirect discrimination: when rather than using protected at-
tributes such as race, non-protected attributes such as zip code are used for
decision making, but the individual can still be discriminated from the im-
plicit effect of the protected attribute. For example, an implicit guess of the
race from the zip code may lead to discrimination in a loan approval decision;
(3) Systemic discrimination: results from flawed policies, custom, or behaviors
(i.e., perpetuating discrimination against certain groups) that are part of the
culture or structure of an organization; and (4) Statistical discrimination: re-
sults from the use of group statistics to judge an individual belonging to that
group.

We then discuss the system COMPAS (Correctional Offender Management
Profiling for Alternative Sanctions), which predicts the risk of a person to
recommit another crime (i.e., recidivism score), and is one of the early high
stakes applications of AI that garnered public attention [13]. A report re-
veals that COMPAS assigns a higher risk score to African-Americans than
Caucasians with the same profile [12]. According to [16], a predictive policing
system deployed in Chicago and New Orleans to forecast criminal activity was
built on systematically biased data (a.k.a. “dirty data”) resulting from unlawful
practices and policies (a.k.a. “dirty policing”).

We also discuss other real-world cases. For instance, a recent report reveals
that native Hawaiians and Pacific Islanders are underrepresented in the census,
due to different systematic barriers and a reluctance to be counted, resulting in
a disproportionate allocation of resources (e.g., public funds) [4]. In addition,
the ongoing COVID-19 pandemic has unmasked significant and longstanding
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racial and ethnic health-related disparities in the U.S., evidenced by higher
rates of COVID-19 hospitalizations, deaths, or positive cases among blacks,
Hispanic/Latinos, and Native Americans at local and national levels [11]. It
still remains a challenge to escape the legacy of bias and discrimination in any
automated decision-making on the data reflecting systemic bias (e.g. census
data).

Furthermore, we discuss some progress in assessing the fairness measures
available in a tool. Some mentionable tools include: (1) Aequitas [17], which
enables testing of different fairness metrics among different population sub-
groups, (2) AI Fairness 360 [5], which is an open-source toolkit developed by
IBM to examine over 70 fairness metrics and ten state-of-the-art bias mitigation
algorithms developed by the research community, and (3) Google’s Fairness In-
dicators, which enables the easy computation of commonly-identified fairness
metrics for binary and multi-class classifiers [3]. While we resort to Aequitas
for the rich functionalities and usability, any of the similar tools will suffice.

3.2 Demonstration
Aequitas is an open-source toolkit which can be used to audit bias and discrimi-
nation in automated decisions (e.g., Machine Learning or Artificial Intelligence
based decisions), to make informed and equitable decisions. It helps to un-
derstand where biases exist in the model, compares the level of bias between
protected groups, and visualizes different fairness metrics and related dispar-
ities. One has to determine fairness in relation to a reference group, and by
default, Aequitas uses the majority group (e.g., male, white), among different
attribute values of a particular attribute (e.g., sex, race), as the reference group.

In 2016, ProPublica, an independent and non-profit news provider, reported
the evidence of racial inequality in automated criminal risk assessment algo-
rithms [12]. Within the United States criminal justice system, COMPAS is one
of the most widely utilized risk assessment tools to make a decision, such as
how to set bail. It gives a risk score referring to a person’s likelihood of commit-
ting a crime in the next two years. ProPublica used the COMPAS predictions
data from Broward County, Florida, for the investigation, and found that, from
the comparison of prediction versus ground truth, the average risk scores are
higher for black defendants compared to white defendants (.51 compared to
.39).

Aequitas is accessible via a Python Application Programming Interface
(API), Command Line Interface (CLI), and through a web application2 [1].
We demonstrated some of its major functions to students using the COMPAS
dataset. The pipeline starts with uploading the dataset on the Aequitas web
interface, then selecting the protected attributes in the data to consider for a

2http://aequitas.dssg.io
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fairness test (e.g., age, sex, race), then selecting the interested fairness met-
rics from the available fairness metrics set, and finally, the process ends with
summarized and detailed reports.

While Aequitas helps to detect bias and discrimination, it does not provide
any bias mitigation techniques. Hence, we introduce IBM AI Fairness 360 to
the students, a similar tool but from a different vendor, for demonstrating bias
mitigation techniques. This tool uses different techniques to mitigate bias,
for example, instance reweighing which weighs the examples in each group
differently to ensure fairness before classification.

3.3 Assignment
The goal of the assignment in the proposed module is to provide students
with hands-on experience in assessing an automated decision-making project
for possible bias and discrimination. Since we created the module for the
Data Mining course at the University of Hartford, we used the course term
project for that purpose. The term project is a semester-long project that
requires students to work in groups of two on a data mining project of their
choice using real-world datasets. The assignment asked the groups to assess
their automated decision-making projects for possible bias and discrimination.
Students were told to use the Aequitas and IBM AI Fairness 360 tool for that
purpose, and to write a section on the findings in their term paper. Some
of the projects did not have any protected attributes or any possible fairness
related risks. In those cases, they were told to write a section in the term paper
justifying why their project does not have any fairness related risks.

4 Findings

4.1 Student Composition
The students took a survey before being introduced to the module (i.e., pre-
survey), and another survey at the end of the semester (i.e., post-survey).
While our class size cap is 20 (or a maximum of 25, at the instructor’s discre-
tion), for the Data Mining course, the class size was 23. Table 1 exhibits the
details of the student composition including students’ academic year statistics
for both 2020 and 2021.

Table 1: Student Composition

Criteria Pre-survey (2020) Post-survey (2020) Pre-survey (2021) Post-survey (2021)

Class size 23 23 23 23
Total participants 21 17 20 22

Male 14 11 14 16
Female 7 6 6 5

Sophomore 1 0 0 0
Junior 6 5 10 11
Senior 14 13 10 11
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4.2 Student Survey Results
The pre- and post-survey consist of eight questions. In the post-survey of Fall
2020, 100% of participants either strongly agreed or agreed that “Automated
decision-making can be biased towards a particular race or gender”, whereas the
percentage was 80.96 before introducing the module to students (pre-survey)
(see Fig. 1). Similarly, the percentages for pre- and post-survey were 80 and
100 in Fall 2021 (see Fig. 2).

Figure 1: Race or gender bias (2020). Figure 2: Race or gender bias (2021).

Similarly, in the post-survey of Fall 2020, 94.12% of participants either
strongly agreed or agreed that “Racial bias might be reflected in the collected
data”, whereas the percentage was 80.95 before introducing the module to
students (pre-survey) (see Fig. 3).The percentages for pre- and post-survey
were 85 and 100 in Fall 2021 (see Fig. 4).

Figure 3: Data bias (2020). Figure 4: Data bias (2021).

Similarly, in the post-survey of Fall 2020, 100% of participants either strongly
agreed or agreed to the question “I think involving bias/fairness related contents
in the course could help (has helped) in instilling a conscience of fairness (i.e.,
equity) in our minds”, whereas the percentage was 90.47 before introducing
the module to students (pre-survey) (see Fig. 5). Similarly, the percentages
for pre- and post-survey were 95.24 and 90.47 in Fall 2021 (see Fig. 6).
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Figure 5: Instilling conscience of fairness (2020). Figure 6: Instilling conscience of fairness(2021).

Overall, we see a positive impact of the proposed module on the answers of
all questions in the post-survey compared to the pre-survey. So, in summary,
we can say that students believed that there could be algorithmic or data bias,
and the module helped to instill a conscience of bias and fairness in their minds,
as evidenced by the survey results.

5 Conclusion and Future Work
Racial discrimination and disparities among different groups, such as people of
different age and sex, are some of the prevailing problems in society. Because
automated decisions are continuing to impact our lives, interests, and rights
more and more, educating the current generation about the existence of bias
and discrimination and associated implications at an early stage is crucial. The
developed curricular module has the potential, evidenced by the survey, to ad-
vance this initiative. In the coming semesters, besides the Data Mining course,
we plan to introduce the module to other relevant courses such as Artificial
Intelligence and Machine Learning so as to cover a broader group of students.
Going forward, we also plan to introduce this module at other institutions,
collect and analyze student responses. Enhancements to the module will be
made based on instructor and student feedback and on the latest developments
in the field of fairness in automated decision-making.
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Abstract

Tracing exercises are important tools to help students learn program-
ming concepts. One common format is for students to determine the 
final result of a code segment. However, this often lacks specific feed-
back as to what misconceptions have led to a wrong answer. Full tracing 
exercises track and check students’ tracing of a program line by line. 
Such exercises quickly pinpoint wrong steps and help identify miscon-
ceptions. At present, however, full tracing exercises are either difficult 
to set up or time-consuming to grade. As a result, they are used only 
sparsely in teaching. This paper describes TracingQuiz, a system that 
enables easy-to-set-up and automatic grading of full tracing exercises. 
First, a tracing tool was built on top of a popular online program vi-
sualizer pythontutor.com. It automatically injects quizzing questions for 
each step of execution. Only after students provide correct answers will 
the tool visualize a step graphically. The added benefit from the visual-
ization feature is a more intuitive learning process. Then a mini course 
management system was built to make it simple for instructors to set 
up visualizer-based tracing assignments. Preliminary evaluation results

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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show that over 80% of students surveyed regard visualizer-based full trac-
ing exercises more conducive to learning than full tracing exercises in the
traditional auto-gradable formats.

1 Introduction

It is well-known among computer science educators that introductory program-
ming courses are challenging for students [1, 8]. From our observations, many
students struggle to create correct mental models of how programming con-
structs are executed. To help students with this, an approach used by many
instructors is to demonstrate the execution of a program step by step. The
demo can be done on a whiteboard or using an online tool, such as pythontu-
tor.com, a popular program visualizer. A visualizer not only shows the flow of
execution, but also displays graphically what each line of code does in memory
or in output.

After an instructor’s step-by-step demonstration, ideally students should
follow up with step-by-step full tracing exercises demonstrating what each line
of code does. Hopefully this process will help them identify any misconceptions
they have. Some instructors ask students to “draw” what each line of code does
on paper. Such exercises are only used sparsely since they are inherently time-
consuming to grade. Instead, auto-gradable tracing exercises, where students
determine the final result of a segment of code, are often used. Many question
banks contain such questions, but these questions lack the opportunity for
feedback. For a wrong answer, the system simply marks it as such without
telling the student where in the tracing process they made a mistake.

Some instructors take time to set up full tracing exercises in the traditional
auto-gradable formats, such as fill-in-the-blank or multiple-choice. It takes a
lot of effort and time to set up exercises in a way that does not reveal the
program flow and does not mention what each step does. For example, if line
6 of a program is to be executed next and it changes variable x’s value to 50,
the question cannot mention line 6 and cannot directly ask what the new value
for variable x is; otherwise it would reveal the program flow and hint at what
that line of code does. These constraints make creating full tracing exercises
in the traditional auto-gradable formats tedious and time-consuming. For rel-
atively complicated programs (e.g., programs with if statements or loops), the
flow possibilities and number of steps to trace could be prohibitively high for
instructors to set up questions for all steps. As a result, such exercises often
have to be a scaled-down version of full tracing exercises.

To make it possible for full tracing exercises to be used more extensively,
we built a new tool, TracingQuiz, by augmenting the online program visual-
izer pythontutor.com into an auto-gradable program tracing tool. It requires
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a student to first determine which line is executed next and then answer a
sequence of auto-generated questions about what that line of code does. Only
if the student correctly answers the questions will the system visualize that
step graphically. The tool assigns a grade for a tracing activity by subtract-
ing points for mistakes. We also developed a mini course management system
that makes it very easy for instructors to set up and deliver full tracing ex-
ercises. The visualization feature provides a more intuitive learning process,
since mental models of how programs execute are often graphical in nature.

The remainder of the paper is organized in the following sections: related
work, the full program tracing tool, the mini course management system, pre-
liminary evaluation results, and conclusion and future work.

2 Related Work

Tracing exercises are often used to help students develop accurate mental mod-
els of how different constructs execute. Vainio and Sajaniemi showed that many
students struggle with these exercises due to fragile understanding of program
semantics [7]. Xie et. al. used a light-weight tracing strategy for paper-based
line-by-line tracing [9]. It helped students score higher on both tracing prob-
lems and the course midterm exam. Hertz and Jump’s approach that centered
around instructor tracing demos and student tracing exercises led to statisti-
cally significant improvements in student grades, decreased drop and failure
rates, and an improvement in students’ programming abilities [2]. To enable
wider use of tracing exercises, Kumar used the template-based technique [4]
and Thomas et. al. used the stochastic tree-based technique [6] to automati-
cally generate multiple-choice or short-answer tracing questions.

Visualization-based program tracing tools have also been proposed and
proven effective for student learning [3, 5]. Kollmansberger developed a tool
that reads each exercise in the XML format and renders the exercise graphically
[3]. The use of this tool led to a 40% increase in course completion. Instruc-
tors could compose a tracing exercise using the XML format, but it could be
a tedious process. In addition, the tool could not handle arrays, objects, and
recursion.

3 Visualizer-based Program Tracing Tool

Since the program tracing tool is built on top of the program visualizer python-
tutor.com, this section starts with the description of the base system. The
visualizer first lets a user enter a complete program in a text editor. After the
user presses the “Visualize” button, the user is presented with the interface to
step through the program (see Figure 1). Below the source code box is a set
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of buttons to single step forward (Next), fast forward to the end of the pro-
gram (Last), roll the visualization one step backward (Prev), or rewind to the
beginning (First). A red arrow points to the line to be executed next. When

Figure 1: Pythontutor.com Visualizer Interface

the “Next” button is clicked, the result of executing the line is visualized on
the right side.

• If there is a new output, it is appended to the simulated console on the
top right corner of the interface. For the example in Figure 1, 5 was
printed when line 4 was executed.

• Each method invocation will create a new stack frame and all the local
variables will be located inside the frame. In Figure 1, there is only one
frame: the frame for the main method.

• If a new variable is allocated and assigned a value, a box marked with the
variable name shows up in the frame of the current method. In Figure 1,
variable x was created when line 3 was executed.

TracingQuiz has exactly the same interface for a user to enter a program
as that of the base system . Once the Visualize button is clicked, the system
presents a modified interface as shown in Figure 2. All the navigation buttons
(e.g., Next and Prev) are hidden. Users are prompted instead to click a line
which they think will be executed next.

If the correct line is selected, the system presents users with a sequence of
automatically generated questions. It first presents a multiple-choice question
as to the action of that line of code. The choices include new output, new
variable, variable update, Boolean evaluation, method call, method return,
new frame, etc. When the correct action is selected, the system may present a
follow-up fill-in-the-blank question, such as what the new output is, the name
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Figure 2: Program Tracing Interface

of the new/changed variable and its new value, etc. After multiple wrong
attempts, the correct answer will be displayed, which prevents a student from
getting stuck in one place. Each exercise starts with an initial grade of 100
points. Each incorrect answer results in points deducted.

The system handles both primitive and reference variables, as well as array
indexed variables.

1. A user needs to specify the value for a variable properly according to its
data type. For example, if a variable is of type double, the value has to
be specified accordingly (e.g., 5.0 instead of 5).

2. For a reference variable (including an array variable), the user needs to
specify the “address” of the object. However, for a new array, the user
needs to enter the array content. For example, for the statement “int[] x
= new int[3];”, the user needs to answer “x = [0, 0, 0]”.

3. For an indexed variable, the user needs to specify the indexed variable
name, such as a[2].

Pythontutor.com can handle multiple programming languages, such as Java,
C, C++, Python, JavaScript and Ruby. Since our introductory programming
course is in Java, other programming languages are currently disabled. It will
not be difficult to incorporate them in future versions of our system.

TracingQuiz can be accessed at https://tracingquiz.xyz/visualize.html. Stu-
dents can practice full tracing exercises on programs from a typical introduc-
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tory programming course. It can be accessed by anyone without a login, very
similar to pythontutor.com.

3.1 Mini Course Management System

To make it possible for instructors to both set up program tracing assignments
easily and have easy access to students’ grades, we developed a mini course
management system, currently deployed at https://tracingquiz.xyz. The system
allows users to self-register. Each instructor can create multiple courses. A
course can be created from scratch or by copying an existing course. A course
can contain multiple sections. A student can choose their section when joining
a course. The grade book also acts as the roster of the class where a teacher
can assign or change a student’s section.

A course contains a collection of questions and assignments (called quizzes
in the system). A question is a program to be traced. All it takes to specify a
question is to provide the source code. The system will check that the code has
no compile errors, and will give a teacher an opportunity to trace the program
before saving the question. A quiz is a tracing assignment consisting of one or
more questions. Each quiz is created by picking from the existing questions.

At present, the system allows a student to work on a question as many
times as they want. The highest grade for an exercise will be recorded in the
grade book. Exam features will be added to the system in the future, such as
only allowing students to work on a quiz for a specified maximum number of
times during a specific period of time.

4 Evaluation

This section presents preliminary evaluation of TracingQuiz in one of the au-
thors’ sections for Programming Fundamentals in fall 2020, spring 2021 and
summer 2021. Throughout the three semesters the system had been improving
continuously with various bugs fixed.

Before TracingQuiz was built, the author set up several step-by-step full
tracing exercises for the first three chapters (basics - variables and basic state-
ments, conditionals and methods) in a learning management system, Desire2Learn
(D2L). These exercises are in traditional auto-gradable formats, such as fill-in-
the-blank or multiple-choice. Based on the effort undertaken to set up these
exercises, we have decided to reuse the same questions across several semesters.

After TracingQuiz was developed, a set of tracing exercises was quickly
added in the new mini course management system. Due to the convenience of
creating tracing exercises in the new system, there were many more visualizer-
based tracing exercises available than those in D2L.
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During fall 2020, when several issues in the new system were being de-
bugged, students used the full tracing exercises in D2L for the first part of
the semester. They then moved to TracingQuiz when it was stable enough.
Therefore, they were able to experience the difference between the two formats.
The surveys indicated that students overwhelmingly preferred the new visual-
izer format. The evaluation process was repeated for the next two semesters
(spring 2021 and summer 2021) to determine whether the same pattern would
be observed. Note that all the sections were taught by the same instructor.

4.1 Comparison by Semester

Students’ surveys were collected at the end of each semester. Figure 3 shows
student ratings for the usefulness of in-class tracing demos, the full tracing
exercises in the traditional formats in D2L (marked as D2L for simplicity),
and the visualizer-based full tracing exercises in TracingQuiz. The possible
responses range from 1-7, with 7 being Extremely Useful, 4 Neutral, and 1
Extremely Useless.

The average ratings for instructor’s tracing demos are above 6 for all semesters.
For the visualizer-based exercises, the rating increases with each new semester,
as the system becomes more stable and more tracing exercises are added. The
average rating for the visualizer format in TracingQuiz is higher than that of
the traditional formats in D2L for each of the semesters. None of the differ-
ences, however, are statistically significant. Note that the significance tests
mentioned in Section 4 are one-way ANOVA tests unless otherwise stated.

Figure 3: Usefulness of the Tool by Semester

4.2 Comparison by Efforts

Students self-identified themselves into three groups: completed all visualizer-
based tracing exercises (Did All), completed more than half of those exercises
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Figure 4: Evaluation of the useful-
ness by different groups.

Figure 5: Average rating increases
for different groups.

(Did Most), completed half or fewer of those exercises (Did Half or Less).
Figure 4 plots the average group ratings for the usefulness of tracing demos

and visualizer-based exercises. All the ratings are high. There is a clear trend
that the more visualizer-based exercises students did, the better they rated
both, with the “Did All” group giving an average rating 6.6, where 7 is the
highest rating possible. The differences among the groups are statistically
significant for visualizer-based tracing exercises (F(2, 59) = 4.585, p = .014) as
well as for tracing demos (F(2, 59) = 13.886, p = .000). Turkey post hoc tests
show that the “Did Half or Less” group has statistically significant difference
from both the “Did Most” group and the “Did All” group for both exercises
and demos.

The usefulness rating increase from the traditional formats to the visual-
izer format in TracingQuiz was calculated for each student and then averaged
for each group. Figure 5 shows a clear increasing pattern from “Did Half or
Less” group to the “Did All” group. For the “Did All” group, the average in-
crease is around 0.7, i.e. 70% of one level up. A paired samples t-test for all
samples shows that the difference between the traditional formats and the vi-
sualizer format is statistically significant (p = 0.012). Note that the differences
among different groups might be correlation – students with early difficulties
in completing the exercises may have given upon trying more.

To gain more insights, students were asked to compare the two formats
directly. Figure 6 shows students’ opinion about whether all tracing exercises
should be in the new format. All groups leaned towards the new format. In
fact, 82.3% of all students said that all tracing exercises should be or probably
should be in the new format, with 43.5% definitely yes and 38.7% probably yes.
A similar trend repeats here: the more effort, the more affirmative answers.
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Figure 6: Groups’ recommended
use of tracing exercises.

Figure 7: Groups’ ratings for which
format is more helpful.

Figure 7 shows which format students regarded as easier to use, more in-
tuitive, and more helpful for learning. All groups again favored the visualizer
format, except that the “Did Half or Less” group was neutral in the easiness
measure. In fact, 74.2%, 75.8%, and 80.6% of all students felt that the visual-
izer format is the choice for the three measures, respectively. Again, the more
exercises students did in the visualizer format, the more they favored it.

5 Conclusion and Future Work

Surveys show that students overwhelmingly preferred TracingQuiz for full trac-
ing exercises. 80.6% of students regarded the new format as more helpful for
learning. Anecdotally, quite a few students commented that they realized the
value of these exercises after completing several assignments. The data also
show that the more visualizer-based tracing exercises students completed, the
more students believed that they were conducive to learning.

Students’ evaluations of the system improved over the three semesters as the
system gradually improved. The system will be continually improved for wider
adoption by the teaching community. The following are some planned new
features: ability to trace more programming constructs (e.g., multi-dimensional
arrays, array of objects, and inheritance), tracing exam features in the mini
course management system, and integration of our system with many widely
used learning management systems, such as Canvas and D2L.

The ease of creating full tracing exercises in TracingQuiz will hopefully en-
able instructors to focus more on creating quality exercises to facilitate student
learning. Several instructors will join the effort in spring 2022 to examine the
current tracing exercises and improve the collection so that they adequately

40



address tricky or difficult concepts for each topic, such as the difference be-
tween multi-branch if statements and multiple separate if statements, the dif-
ference between primitive variables and reference variables, the difference be-
tween static methods and instance methods in terms of the implicit parameter
for instance methods, etc. Furthermore, analysis of student interactions (cur-
rently not logged) with the system will shed light on the concepts that are
difficult and confusing for students. This could help narrow down when and
where tracing code is necessary as well as develop better tracing exercises.

On the evaluation front, the plan is to increase the number of sections and
students participating in the study. In addition to attitudinal survey evalua-
tions, evaluation for whether the tool actually helps improve student learning
will also be conducted.
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Abstract

Development of nontrivial games is normally reserved for upper level
courses after students have gained adequate knowledge and skills. This
paper examines the incorporation of development of popular games (re-
sembling Flappy Bird, Snake, TRex, etc.) into an introductory program-
ming course (CS1). A sequence of modules that students follow to build
a game was developed, with each module focusing on one programming
topic. Effort was expended to ensure that the content order of a typi-
cal CS1 course was retained within the modules. This synchronization
hopefully helps students see the relevance of the programming concepts
in real-world applications and improve interest and motivation in learn-
ing. The initial survey results are promising. 86% of the students would
like to have more of this type of workshops. In addition, students’ cu-
riosity and interest in programming increased, especially among female
and African American students.

1 Introduction

Many studies have shown that students in introductory programming courses
have difficulty learning new concepts and writing code[6, 14]. Students often
perceive programming to be dry, labor-intensive, or time-consuming. These

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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perceptions can make them lose interest or motivation to continue learning[1].
Students get easily frustrated when they cannot solve a programming problem,
and quickly lose enthusiasm to continue trying. These challenges are reflected
in past studies[5, 16], which found that the average pass rate in introductory
programming courses is a disappointing 67%.

This paper describes an approach that utilizes course-embedded game de-
velopment modules to improve student interest and curiosity in programming.
Development of nontrivial games is normally reserved for upper level courses
after students have gained adequate knowledge and skills. Our approach is to
incorporate some advanced game development seamlessly into an introductory
course. Games, such as Flappy Bird, Snake, TRex, and Circle Dodge, are cho-
sen due to their popularity among students. Familiarity with these games will
help draw students in and improve their curiosity.

Each game is divided into a sequence of carefully designed course modules.
The process of developing a game is utilized as a way to introduce some basic
programming concepts, help students see the relevance of what they are learn-
ing, and increase their interest in programming. Each module focuses on a
specific programming topic and the order of the topics is roughly the same as
that in a typical CS1 course. Dividing a big task into smaller subtasks makes
the workload manageable. Completing a game one small step at a time gives
students a sense of accomplishment along the way, which improves self-efficacy
and motivation.

We also leverage peer modeling to motivate students. A group of students
who recently completed the introductory programming course were recruited
to develop games and course modules and eventually conduct the game devel-
opment workshops. Processing[7] was chosen as the platform because it is open
source, based on Java (the language of our CS1 course), and easy to learn.

This project was implemented in multiple sections of the CS1 course in
Spring 2021. The results are very encouraging. Students showed improved
attitude toward programming, improved curiosity and motivation for learning.
The rest of this paper will present the related work, the project details, the
evaluation results, and finally, the conclusion and future work.

2 Related Work

Game development improves student motivation and engagement, resulting
in the increased attraction of new students[2, 3, 12]. Bayliss and Strout[3]
and Luxton-Reilly and Denny[13] used the strategy of assigning game-themed
homework around the technical topics and reported positive results in achiev-
ing the learning outcomes. Authors of [15] studied the impact of students’
learning outcomes through scenario-based active learning with Unity 3D. The
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study found that the active learning method with game development helped
students understand different subject concepts. Students also valued game-
based learning and experienced improved learning effectiveness, motivation,
and persistence.

Golding et al. studied the impact of peer modeling and student attitude,
confidence, and academic performance[9]. Chase and Okie reported that the
DFW rate, especially for female students, dropped based on peer modeling
as part of cooperative learning[8]. Many studies showed that peer modeling
improved student motivation and engagement and increased retention[4, 6, 11,
16].

Some studies have also shown that learning different programming plat-
forms in one class produces better results[10]. In this study, Processing was
an additional tool in an introductory programming class. The Processing de-
velopment environment provides an easy-to-use interface, and the Processing
language is based on Java and easy to learn. Starting with simple and easy
steps, students can develop a complex application relatively quickly.

3 Project Description

In fall 2019 and spring 2020, several IT students who recently completed CS1
were hired to develop Processing games and then course-embedded workshop
modules based on these games. To make the workshops engaging, students
chose to develop popular games among young people, including Flappy Bird,
Snake, TRex, and Circle Dodge. Student developers then worked together
with faculty mentors and divided the game development of each game into a
sequence of stages. Each stage completes part of the game and focuses on
one main programming topic. The order of the topics covered by these stages
roughly matches the order that these topics are usually taught in a CS1 course.
A workshop module was developed for each stage and it consists of the following
components:

• Starter code
• A PowerPoint file with detailed step-by-step instructions
• Solution code
• A description of the follow-up homework

The objective was that students would build a sense of accomplishment
through this multi-module approach instead of being overwhelmed by the com-
plexity of the whole project. The homework after the workshop was designed
to foster critical thinking and problem-solving skills. The solution of the home-
work is also the starter code for the next workshop, allowing students without
a perfect solution to proceed further without feeling left behind.
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The original plan was to have the student developers present the workshops
in class. When piloting the project in spring 2020, one workshop was conducted
by student developers in person. The rest had to be conducted online because
of COVID. Despite the unexpected situation, positive feedback was received
for the pilot study.

In fall 2020, the project was promoted among instructors teaching CS1.
Four sets of game workshop modules based on four different games were shared,
and the strategies for embedding these workshops in the course were discussed.
Four faculty members decided to adopt the game workshop modules in their
sections in spring 2021. The evaluation results presented below are based on
the workshops conducted by faculty members in the online synchronous format.

4 Evaluation of Impact on Student Motivation

This paper focuses on the project’s impact on student motivation. The eval-
uation results provide valuable insight on how to further improve the project.
Evaluation for impact on student learning will be included in the future work.

At the end of spring 2021, students were asked to complete a survey after
each game development workshop. A total of 159 responses were received.
Survey results show that the student body is quite diverse with 30% African
American, 22% Asian, 22% White, 20% Hispanic, and 6% others. For gender
distribution, 77% are male students and 18% female students.

The following are four aspects that the surveys were designed to evaluate:

• students’ overall experience with these workshops
• students’ attitude about a programming course
• the factors that motivate students and make them become more curious

about programming
• the synchronization effect of the game workshop topics with the course

topics

4.1 Analysis of Workshop Experience

Figure 1 shows the survey results for whether the students actively participated
in the workshop, became more curious about programming, learned something
new, etc.

As shown in the left chart of Figure 1, the averages of the responses for
all the questions are above 4.0 for both the male and female group. For the
question “would you like to have more of this type of workshop”, 86% of all
students answered with 4 (Yes) and 5 (Definitely Yes). Female students had
more positive responses than male students for engagement, learning something
new, and the overall experience. However, for “would you like to have more
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Figure 1: Analysis of Workshop Experience

of this type of workshop”, male students had higher positive responses (4.37)
than female students (4.17). Is it because males are more interested in games
and game development in general? Or were the games used in this project
more male oriented? The response prompts the need for further investigation
to be conducted. For different race groups, results showed that black students
had slightly more positive responses for the workshop experience (see the right
chart in Figure 1)). The differences among either the gender groups or the
racial/ethnic groups are, however, not statistically significant.

4.2 Analysis of Students Attitude

Students were asked to evaluate their attitudes towards programming before
and after the workshop with a Likert scale from 1 to 5 with 1 indicating not
interested at all and 5 indicating extremely interested. As shown in the left
chart in Figure 2, there is a significant increase of interest for both female
and male students but the increase is more for female student (from 3.64 to
4.14) than male students (from 4.03 to 4.30). According to a paired t-test,
the change experiences by both male and female groups are statistically signif-
icant (p <0.0001 for both groups). This indicates that these workshops were
helpful in motivating students and changing their perception of programming,
particularly for female students.

As shown in the right chart of Figure 2, these workshops motivated African
American students (from 3.81 to 4.29) and Asian students (from 3.68 to 4.18)
more than Hispanic students and White students (from 4.13 to 4.28 and 4.29
to 4.37 respectively). The changes for the Asian and Black students are statis-
tically significant according to a paired t-test (p < 0.0001 for both groups).

46



Figure 2: Change of Attitude by Gender and Race

4.3 Analysis of Motivational Factors

To investigate what factors motivated students the most, students were asked
to rate the following statements with a scale from 1 to 5, with 1 indicating not
effective at all and 5 indicating most effective. Feedback from these statements
hopefully could provide some insight for future workshop design.

Table 1: Motivational Factors
Survey Questions Result
It seems not too hard to create a game from scratch 4.22
The tutorial was engaging 4.14
I can be creative with programming 4.31
I’m learning a new technology 4.31
Able to apply programming concepts in a new environment 4.33
This game was developed by a peer student 4.15

Table 1 shows that all the factors received above 4.0 ratings in the scale of 1
- 5, which indicates that all of the factors played important roles in motivating
students and helped them become more curious about programming. Learning
a new technology, applying knowledge in a new environment, and being able
to demonstrate creativity had a slightly higher impact (above 4.30) than the
rest. Further analysis (Figure 3) also discovered that “the fact that these games
were developed by a peer student one or two years ahead of me” had a higher
impact on female students (4.3) than male students (4.1), and, “the fact that
it seems not too hard to create a game from scratch” had a higher impact
on male students (4.23) than female students (4.07). The difference among
different racial/ethnic groups for the motivational factors, however, does not
show any clear patterns.
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Figure 3: Motivational Factor Analysis by Gender

4.4 Analysis of Degree of Synchronization with Course Content

In spring 2021, without prior discussion and arrangement, faculty members
chose two out of the four sets of workshop modules, one based on Flappy
Bird and another based on the Snake game. For Flappy Bird, each workshop
module was further subdivided into smaller activities better matched to the
programming concepts being introduced in class. Each mini module was used
to introduce students to a specific topic, such as conditional statements and
methods. The finer-grained workshops made the embedded activities more
synchronized with the course content. The highly synchronized approach re-
quired more time and effort for the instructor to adjust the materials to match
the topics well.

Figure 4: Attitude Analysis by Degree of Synchronization

Analysis results showed that the higher the degree of synchronization of the
workshops with course content, the greater the impact is on student attitude.
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As shown in Figure 4, the highly synchronized Flappy Bird workshops increased
the attitude from 3.87 to 4.33, while the regular workshops only increased
the attitude from 4.00 to 4.27. Paired t-test results suggest that there is a
statistically significant difference in attitude before and after the workshop for
both highly synchronized workshops and regular workshops but the p-value for
highly synchronized workshops (p<0.0001) is much lower than that of regular
workshops (p=0.028).

Students participating in the highly synchronized workshops also gave each
motivating factor a higher rating than that of the regular workshops (see Figure
5). For “not too hard to create a game”, the rating difference is the largest (4.5
vs 4.15) and statistically significant (p=.047).

Figure 5: Motivational Factor Analysis by Degree of Synchronization

5 Conclusion and Future Work

From the analysis of a semester of data from four instructors, the preliminary
results appear to be promising. Three of the motivational factors (creativity
with programming, learning a new technology, and applying programming con-
cepts in a new environment) averaged above 4.3 (out of 5) (Table 1). Female
and African American students reported a better workshop experience than
the other gender and racial/ethnic groups. Female, Asian, and African Ameri-
can students reported a more positive change of attitude towards programming
after these workshops.

There are two candidate dimensions for extending the project. First, more
diverse games and types of workshop modules could be developed to give in-
structors additional freedom of choice based on their pedagogical needs. For
example, instead of a sequence of modules for one game, an instructor could
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use a module that starts with an almost complete game, with only a single
missing piece that matches to the current specific topic. Data presented in
Section 4.1 led the investigators to examine whether the games chosen cur-
rently are male-oriented. More diverse games may shed light on what types of
games might work better for female students.

Second, more data will be collected for a more rigorous study. Because our
institution has a highly diverse student composition, the authors would like to
gain a better understanding of various motivational factors for different demo-
graphic groups. The authors are also interested in what granularity level of the
workshops could have the most constructive impact on learning. Assessment
for improvement in learning will be included in the future evaluation plan.
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Abstract
One of the main challenges in designing lessons for an introductory

information security class is how to present new technical concepts in a
manner comprehensible to students with widely different backgrounds. A
non-traditional approach can help students engage with the material and
master these unfamiliar ideas. We have devised a series of lessons that
teach important information security topics, such as social engineering,
side-channel attacks, and attacks on randomness using card magic. Each
lesson centers around a card trick that allows the instructor to simulate
the described attack in a way that makes sense, even for those who have
no prior technical background. In this paper, we describe our experience
using these lessons to teach cybersecurity topics to high school students
with limited computer science knowledge. Students were assessed be-
fore and after the demonstration to gauge their mastery of the material,
and, while we had a very limited set of responses, the results show an
improvement on post-test scores. Furthermore, several indicators affirm
the students enjoyed the lessons and remained engaged throughout the
session.

1 Introduction

When teaching technical topics in introductory courses, it can be challenging
to present information in a way that makes sense for students of varying experi-

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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ence levels or educational backgrounds. This is particularly true for information
security classes where an adversarial mindset is required to fully comprehend
the attacks. Thinking in this way may not come naturally to many students,
as evidenced by the continuing success of phishing attacks. What is needed
is a way to relate information security concepts in a manner that is engaging
enough to build an appreciation for the material, yet relatable enough so the
students do not feel lost. To accomplish this, we look towards a pedagogical
technique known as scaffolding in which “students are escorted and monitored
through learning activities that function as interactive conduits to get them to
the next stage [9].” ’

In this paper, we employ card magic as a scaffolding device in a series of
lessons that teach how three types of attacks – social engineering, side channel
attacks, and attacks on randomness – work in the real world. In doing so, we
add a new twist to the success other computer science researchers have had
in using card magic to explain difficult concepts by allowing the instructor to
simulate “attacks” through a non-technical, commonplace activity. In doing so,
these lessons can help students safely interact within these attack scenarios.
Each demonstration was followed by a short PowerPoint presentation in which
the magician makes a connection between the card trick and the very real
consequences of the attack it illustrates.

To test the effectiveness of our lessons, we presented them to a group of high
school students attending a computer science summer program and assessed
mastery using a pre- and post-test. Though our sample size was too small
to draw definite conclusions from them, participant scores did increase on the
post-test for each subject. Furthermore, based on an opinion survey and pre-
senter observations, participants found the lessons engaging, age appropriate,
and helpful in understanding the concepts.

• We create a lesson plan built around three easy-to-perform magic tricks.
By using these tricks, instructors can simulate attacks and thus provide
a scaffold for teaching these somewhat difficult concepts.

• We test the effectiveness of these lessons by presenting them to a group
of high school students in a summer workshop and assessing engagement
and improved mastery of the material.

• We note an improved ability to answer questions related to the attacks
following our lesson, as judged by pre- and post-test evaluations.

2 A Lesson Wrapped in an Illusion

Amagician creates an illusion to hide the secrets of his or her tricks. The lessons
we have developed reverse this situation by using our tricks to reveal the mys-
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teries behind three cyberattacks. The tricks were chosen because of their rele-
vance to the information security field. Following the principles of scaffolding,
the attacks are presented in order of increasing technical complexity. Video tu-
torials for each of the tricks are available at: https://bitly.com/cybersecurityshuffle.
1

2.1 Social Engineering

In the context of information security, "social engineering" is defined as a
set of tactics to manipulate users into giving away personal information that
can be used to compromise accounts, reset passwords using security questions,
or carry out identity theft. We start with this attack as it is broadly used
and affects arguably the greatest cross-section of victims. In our lesson, the
magician employs two card tricks as a misdirection and a cover to distract from
the amount of personal data he/she is soliciting.

This trick is intended to spark a teachable moment about social engineer-
ing and its dangers. Instructors can use this moment to start a dialog with
students about the types of information attackers might want and how they
could maliciously use it.

2.1.1 From the Audience’s Perspective

Our version of this trick is adapted from a magic classic known as “The Red
and Black Separation Trick [8].” The magician begins by telling the audience
that there is a way to form a psychic bond with a deck of cards. The magician
enlists a volunteer and each shuffles the deck before placing one half on top
of the other. Next, the magician asks the volunteer a few questions, starting
with their birth year, to allegedly “attune” the link between the individual and
the deck. The response is used to select one red card and one black card from
the deck, each with a numeric value equal to one of the last two digits of the
volunteer’s birth year. Next, the magician asks for the volunteer’s birth month
and similarly selects a red card with a numeric value equal to the response
(using the jack and queen for November and December, respectively). Finally,
the magician asks for the volunteer’s birthday and selects a black card with
a numeric value equal to the second digit in this day. The magician lays
these cards out on the table and asks the volunteer to select one red card and
one black card with which they feel most “attuned.” The unchosen cards are
returned face up to the middle of the deck.

Continuing the pretense of a psychic link with the deck, the magician asks
the volunteer to guess the color of each card in the deck. As he/she does so,

1Public domain and GPL-licensed card images used in figures taken from Wikimedia
Commons [13].
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the magician places each card face down in two piles: red and black. Half-way
through the deck, the two face up cards are switched so the black pile becomes
the red pile and vice-versa. The volunteer continues guessing until all the cards
are placed. At that point the magician turns over the face down cards to reveal
that the volunteer has guessed every card’s color correctly. The magician then
reveals the "misdirection" that abetted the trick’s true purpose – revealing
personal information.

2.1.2 Behind the Scenes

Before the trick begins, the deck has already been separated into red and black
halves. In the initial shuffling the volunteer is merely scrambling cards of the
same color. Therefore, when the two packs are stacked one on top of the other,
the two colors remain separate.

In the first portion of the trick the magician pulls out two red and two black
cards that reflect the volunteer’s answer, and two of these cards are returned
to the deck. The magician must return these cards face up exactly between
the red and black “sections.” This will later signal the magician when all cards
of one color have been dealt.

During the prediction phase of the trick, one pile contains all correct guesses
while the other is completely incorrect. When the midway point is reached
the magician places the red card face up on the black pile and vice versa. An
illustration of this arrangement appears in Figure 1. In the reveal the magician
flips the correct pile horizontally and the “incorrect” pile forward vertically to
reverse the incorrect guesses. The red cards are now paired with the red marker
card and vice-versa to complete the illusion that the volunteer correctly guessed
every card in the deck.

2.2 Side Channel Attacks

As the name implies, a side channel attack strikes a target indirectly by tracking
seemingly unrelated phenomena, such as timing information, power consump-
tion, electromagnetic leaks, or even sounds. To mirror this type of attack, the
trick demonstrates how an attacker can gather information without directly
exploiting a vulnerability. We do so using a deck of cards with a brand logo on
the back. When turned upside-down the logo effectively creates the equivalent
of a “mark,” similar to a “marked” deck of cards. The goal of this trick is to
open the participant’s eyes to the less obvious avenues an attacker might use
to transmit information.
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Figure 1: Left: Arrangement of cards after guessing concludes in Trick 1. Right: Use of
“random number generator” in Trick 3

2.2.1 From the Audience’s Perspective

The magician opens a new deck of cards, removes the jokers and branding
cards, and legitimately shuffles it. Several volunteers are asked to select a card
from the deck, show it to the audience, memorize it without revealing it to the
magician, and then return it to the deck. The magician then shuffles the deck
before going through it and finding all of the volunteers’ cards. This trick’s
reveal comes when the magician informs the audience that the cards were found
using a secret information side channel present in the deck, opening a door to
explore further side channels.

2.2.2 Behind the Scenes

The key to this trick lies in the magician’s choosing a deck with a logo or text
on the back that tips off a card’s orientation. Because the trick begins with a
fresh deck, all cards are oriented in the same direction. When the volunteers
return their cards to the deck, the magician simply has to orient the deck in
such a way that the returned cards are upside-down. To complete the trick,
the magician finds the card with a differing orientation.

2.3 Attacks on Randomness

True randomness is important in many security-sensitive situations. An at-
tacker who is able to predict or influence the output of a random number gen-
erator may use this capability to circumvent cryptographic security controls.
This trick employs a “forced” card [14] to point out a potential vulnerability
that results from a misunderstanding of hash functions.
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The purpose of this lesson is to show students the importance of correct
randomness that is “fit for purpose,” or appropriate for security-sensitive appli-
cations. It also shows how an attacker with a small amount of influence, such
as when to stop supplying numbers, can compromise a system.

2.3.1 From the Audience’s Perspective

The trick begins with the magician announcing that it is possible to guess the
value of any randomly selected card in a deck by touch. To prove this point,
the magician spreads a deck of cards on the table face up, shuffles the deck
and deals five cards face down. In order to head off suspicion that the cards
are "fixed," the magician declares a software random number generator will
be used to select which card will be predicted. Students are asked to shout
out numbers to be input into the generator. After a handful of numbers, the
magician cuts off input, generates a number, n, and correctly predicts the value
of the nth card from those dealt on the table.

2.3.2 Behind the Scenes

There are three components that allow this trick to work. First, spreading the
deck on the table allows the magician to memorize one or more of the top five
cards in the deck. Next, the deck is shuffled in a way that ensures the top cards
remain intact [15]. This ensures that the memorized cards will be amongst the
prediction candidates. Finally, the random number generator is engineered to
“force” selection of one of the memorized cards.

To make this trick work, the generator has been built with two vulnera-
bilities. The first is an intermediate output that allows the magician to see
what number would be generated, based on the current inputs. Knowing this
allows the magician to cut off new inputs once a memorized card would be se-
lected. Second, the generator uses a hash function and modulus to produce its
output rather than a cryptographically secure method. This ensures that the
magician’s desired output will appear after a small number of inputs. Figure 1
shows the generator’s use during the trick.

3 Study Instrument and Evaluation

Method The goal of our study was to judge how effective a non-traditional
approach could be in teaching novices about our selected attacks. To do so, we
prepared and presented a 90-minute Zoom session as an optional class for high
school students in a remote-learning computer science summer camp. Using
this particular format was a necessary workaround once COVID-19 restrictions
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prevented the summer camp from being held live. We discuss the impact of
this format switch on our study later in this section.

Once the true purpose of the trick is revealed, the presenter shared a brief
lesson that named the attack, separated the attackers’ real purpose from the
misdirection stated while the trick was in progress (i.e. "creating a psychic
bond with the deck"), and shared a real-world example. Though presented as
one session for our study, each of the three modules could be the basis of a
single classroom lesson.

To measure any change in the students’ mastery of the material, we designed
an assessment (a portion of which is shown in Table 1) consisting of 12 multiple
choice questions (4 for each topic), 3 Likert-scale survey statements, and a free
response section. The assessment, minus the Likert and free response questions,
was conducted before the lesson to generate a baseline, and was repeated after
the lesson to measure improvement and gather student opinions. In both cases,
the participants completed the assessments online and outside of the workshop.
We purposely avoided collecting demographic information on the respondents
due to the heightened privacy concerns inherent in working with high school
students.

Question Text Correct
on Pre-test

Correct
on Post-test

Q1 Which of the following is the best definition of
social engineering?

3 (60%) 5 (100%)

Q2 The act of creating a scenario in order to extract
information is called:

3 ( 60%) 4 (80%)

Q3 Which of the following pieces of information are
dangerous to reveal online?

5 (100%) 5 (100%)

Q4 Bad actors can use stolen personal information to
do which of the following:

2 (40%) 5 (100%)

Q5 What is a side channel attack? 0 (0%) 0 (0%)
Q6 Which of the following can give you a hint as to

what a computer is doing?
5 (100%) 5 (100%)

Q7 What is an example of a common real-world side
channel attack?

4 (80%) 5 (100%)

Q8 How could you prevent an attacker from stealing
a password by using a microphone to listen to
keystrokes?

3 (60%) 5 (100%)

Q9 Which of the following is a major use of hash func-
tions?

4 (80%) 3 (60%)

Q10 Which of the following is an important feature of
a good hash function?

4 (80%) 4 (80%)

Q11 When passing multiple items sequentially into a
hash function, which item has the most influence
on the output?

1 (20%) 5 (100%)

Q12 What is the term used when two or more inputs
to a hash function generate the same output?

2 (40%) 5 (100%)

Table 1: Question text and aggregate scores for each assessment question. Q1-Q4 covered
social engineering, Q5-Q8, side channel attacks, and Q9-Q12 attacks on randomness.
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Results The limited number of assessments completed greatly limits the va-
lidity of our results, but does indicate positive trends. Aggregate scores in-
creased across all categories on the post-test. The results in Table 1 show
scores for the social engineering and attacks on randomness sections increased
by 30%, while the side channel attacks section increased by 15%. The improve-
ment in social engineering scores can be traced to higher scores on Q1, Q2, and
Q4, indicating a better understanding of the topic. Smaller improvements on
Q5 and Q9 suggest a need to improve the lesson materials in these specific
areas, particularly providing better definitions and examples of side channel
attacks real-world use cases for hash functions. On the plus side, accurate re-
sponses to Q11 and Q12 suggest the lesson was an effective scaffold for teaching
two key properties of hash functions.

On the questionnaire, student shared very positive opinions about the
lessons, attesting that the lesson had improved their skills in the covered top-
ics, while also being enjoyable. Free response comments shared described the
session as “fun,” “entertaining,” and “interesting.” The instructor also observed
that a significant majority of students kept their cameras on, and asked or an-
swered questions about the material – two key indicators of engagement during
remote instruction.

Limitations And Future Work COVID-19 restrictions, a remote modality,
and difficulties handling consent forms drastically reduced participation from a
potential enrollment of around 40 students to a group of 15 actual attendees. Of
these attendees, only 10 agreed to participate in the study and just 5 completed
it. The fall off in study completion can likely be attributed to an inability to do
the assessment in person and to follow up about the post-test. It was simply
too easy for students to sign off and forget to respond to the post test. This
limited completion rate prevents us from making strong statistical claims about
the effectiveness of our lessons. However, the positive responses observed by
the instructor strongly suggest this approach could be successful in teaching
cybersecurity topics.

4 Related Work

The idea of scaffolding is to provide a bridge to assist students in mastering
material that may be beyond their reach [16] by bringing it into their “Zone of
Proximal Development [12].” Given the complexity of computer science topics,
it is not surprising that researchers have attempted to “scaffold” these concepts
from a familiar base. In a meta-analysis from 2019, Szabo et al. identified
1283 papers in the field that contain scaffolding-related content [4], while Van-
deryde et al. argues that increasing and more diverse enrollments in computer
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science call for greater use of scaffolding practices [11]. Stanier also discusses
using scaffolding approaches in higher education to support metacognitive and
strategic skills [10]. All the above suggest our demonstrations could work as
effective scaffolds for introducing security concepts to novices.

Other researchers have already integrated card tricks into computer science
lesson plans, such as using parity bits to detect unintended bit flips, a central
technique in error detection and correction. Bell et al. use a 5 by 5 grid of cards
in an exercise that allows students to generate and detect parity errors. [1, 2].
Greenberg et al. were able to create more advanced versions of the exercise
using larger grids. Other versions of this activity rely on software assistance to
handle more complex computations [7].

In Ferreria et al. a “self-working” card trick called “Are You Psychic?”
is used to explain topics in algorithm analysis and design, such as problem
decomposition, pre- and post- conditions, and invariants [5]. Each of the trick’s
steps are mapped onto a formal description of an algorithm. Garcia et al.
produced three papers describing a variety of magic tricks, along with the
computer science concepts they help teach [6]. Their goal was to help students
construct a mental model of how a computer actually works. Similarly, Curzon
et al. found success explaining computer science concepts to younger students
using magic shows [3].

5 Conclusion

In this paper we present a novel approach to teaching an introductory infor-
mation security that uses card magic to simulate key attacks. By starting with
a card trick, we are able to establish common ground even with students who
have little knowledge of the field. The trick illustrates how the attack works
giving the student a cognitive basis to build upon. After testing this lesson plan
in a real-world teaching environment, we see its potential to foster engagement
and improve students’ mastery of the covered material. We encourage our fel-
low educators to use the tricks we have developed and to work out new ones
as a way to make complex and intimidating material more approachable for
novice students. Doing so could potentially improve not only individual per-
formance, but also, by enhancing comprehension, reduce attrition rates among
computer science undergraduates.
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Abstract

This paper describes some innovative assignments for CS 1 and CS
2 classes where students can write straightforward programs that dis-
cover useful facts directly from census data. This information exploits
the geospatial population distribution of the United States. These as-
signments have been used successfully in Java and Python classes at this
level, to reinforce skills in using file I/O and elementary data structures.
In 2021, the U.S. Census Bureau began to release detailed results of
the 2020 Census. This new data presents students with the opportunity
to apply their programming skills to glean quantitative facts about the
geographical distribution of the U.S. population and its diversity.

1 Introduction

Computing and the census share a long history. Every ten years the U.S.
conducts a census of the population, and publishes extensive raw data. Herman
Hollerith, whose firm was a corporate ancestor of IBM, developed a mechanical
tabulator to read punch cards for the 1890 census. In 1946, the Census Bureau
purchased the first commercially available electronic computer, the UNIVAC,
for the 1950 census [2]. With the latest census having being conducted in 2020

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
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and the results now being released, the time is ripe to consider incorporating the
new data into computer science classes. This paper describes several software
projects that have already been used in CS 1 and CS 2 classes based on data
taken from the last census. By writing their own programs, students do not
need to worry about the limitations of off-the-shelf software such as Excel or
ArcMap.

2 The Data

The first data to be released by the Census Bureau is the data required by law
to support redistricting [7]. For the purposes of disseminating data at various
levels of detail, the United States is subdivided into the following census hier-
archy: states, counties, census tracts, block groups, and blocks [1]. Summary
statistics on these levels is given in Table 1. The averages and standard devia-
tions have been rounded to the nearest integer. Note that only the census tract
and block group have standard deviations that are significantly smaller than
their means. This is because the Census Bureau makes a conscious effort to cre-
ate these areas of relatively uniform size. Census tracts are commonly used by
economists and sociologists to represent the intuitive idea of a neighborhood.
On the other hand, the smallest geographical level in the census hierarchy is
the block. The Census Bureau publishes only the most basic demographic data
for blocks, such as race and sex, and how many people are aged 18 and older
and thereby eligible to vote. For larger geographical areas, additional census
data is available, such as income, educational attainment, and other economic
statistics.

Table 1: Examples of small population areas in the US in 2020
Name of unit Number Mean population S.D. of population

County 3,143 105,456 335,760
ZIP code (2010) 32,948 9,371 13,672
Census tract 83,848 3,953 1,689
Block group 238,437 1,390 682

Block 5,769,942 57 107

The Census Bureau also summarizes data by ZIP codes. These have the
advantage that everyone knows their own ZIP code, while hardly anyone knows
their census tract or block numbers. But there are some disadvantages to using
ZIP codes for demographic analysis. ZIP codes were created for sorting mail,
not for analyzing the population. ZIP codes exhibit a high degree of population
variance, making them less suitable for our purposes. For example, many ZIP
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code areas have populations of under 100 or over 100,000, making comparisons
difficult. In addition, demographic data on ZIP codes from the 2020 census
have not yet been released, because they are not needed for redistricting. As a
result, Table 1 shows ZIP code data for 2010 instead of 2020. Fortunately, we
do not need to resort to using ZIP codes, as there are online tools where one
can quickly look up a census tract number, for example [8].

The Census Bureau’s downloadable file format can be cumbersome to use
directly by introductory students. The raw redistricting data from the 2020
census contained over 13 GB of data, spread across over 200 separate files.
Therefore, it is recommended that the instructor perform some preprocessing
of the raw census data, in order to create suitable input files for the students.
For example, one input file listing all of the blocks, and another input file listing
census tracts. For example, the modified block file created by the author has
a size of 483 MB (uncompressed) and contains the following information:

• 5-digit state/county code to facilitate sorting
• 2-letter state abbreviation
• County name, truncated to 20 characters
• Tract number, which could be up to 6 digits omitting the decimal point
• Block number, 4 digits
• Population of the block, up to 5 digits
• White, Black, Hispanic, and Asian population of the block
• Latitude and longitutde, to the nearest thousandth of a degree
• Area of the block in acres

Fortunately, the format of the input data in 2020 data is the same as in
2010 [1]. Therefore, the procedure for scanning the 2020 data can be done
seamlessly for 2010, making longitudinal comparisons straightforward.

The format of the modified tract file, having a size of just 7 MB, is analogous
to the block file. Within both files, the fields have a fixed width, so that
students can use a substring function in order to extract individual values,
instead of having to tokenize.

3 Project Ideas

This section describes possible programming exercises, and most of these are
suitable for CS 1.

3.1 Simple Analyses

A simple task to start with is finding a centroid or population center. It is
the mean of the latitudes and of the longitudes, weighted by the population
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of each area. To check their work, students are instructed to verify on a map
that their answer is plausible. This task can easily be extended by computing
the centroid of part of the U.S., such as a single state.

Next, using the block data, we can find the population density of each
county or census tract. This way, we can classify areas as urban if their density
exceeds 1000 people per square mile. While reading the data, the program
needs to keep track of each tract or county encountered. So, students are
recommended to use a built-in data structure such as the dictionary type in
Python or the analogous Hashtable class in Java.

3.2 Create a Map

The map shown in Figure 1 was created with a program that simply reads
the latitude-longitude locations of all census tracts from the 2020 census. A
Java implementation is less than 70 lines long. The essential computation is
to convert a latitude-longitude pair into a (x, y) pixel ordered pair. However,
some care is needed to avoid creating a map that is upside-down or backwards.
The lowest pixel numbers are in the upper-left corner of the image, while the
lowest latitude and longitude values are in the opposite corner. As a sample
classroom exercise, the author presented the source code to a CS 1 class where
the output map was indeed displayed backwards, and the students were asked
to find the error.

Figure 1: Pixel map of the US based on tract locations

Next, students are asked to modify this program, e.g. to change the reso-
lution of the image, and to use blocks instead of tracts for additional detail.
By reading the racial diversity counts of each block, a color-coded map can be
created. Another use of color in a pixel map is to show areas of population
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growth and decline. The program reads a second file containing the results of
the previous census for comparison. The Census Bureau provides comprehen-
sive block data for 1990, 2000, 2010, and 2020.

An alternative to a pixel map is to create a KML file that can be read
by Google Earth. The Census Bureau publishes Shapefile data on all census
tracts. Each tract is geometrically defined as a polygon with latitude-longitude
vertices. However, due to the complexity of these shapes (i.e. the large number
of vertices), it may be difficult to render more than one state’s worth of census
tracts in one map. A simpler map could be created by representing each tract
abstractly as a simple shape such as a square.

3.3 Discover Population Clusters

Scanning the census data can answer many questions pertaining to the concen-
tration of population. For example, The U.S. Department of Education pub-
lishes the latitude and longitude of every public school in the country. Since
our census data also locates every block by latitude and longitude, we can find
how many people live within a specified distance from each school. Croft et
al. [4] similarly used census data to determine how many people live within
five miles of a physician. On the flip side, we can also find areas of the country
that are remote. Thus, we can identify populations that are underserved or to
detect possible areas of low light pollution for astronomy.

3.3.1 Radius

In particular, the radius problem asks this question: Determine how many
people live within a fixed radius, (e.g. 10 miles) of some point, such as a
downtown area or real-time GPS coordinates. Note that this problem can be
solved by a single pass of the input file, and that it is not necessary to sort the
tracts or blocks by distance.

Because distance is a critical calculation in the radius problem, there needs
to be an accurate way to estimate the distance between two latitude-longitude
points. It is also necessary to convert from degrees to miles. Students are
given a formula to use in their programs. It is a modified form of the Cartesian
distance formula that assumes that the earth is a sphere.

Once the students understand how to compute the population of some
circular region, the next step is to iterate this procedure for the entire country.
For each census tract t, calculate the population P (t, n) living within n miles of
the center of t. In doing so, it is straightforward to find the population density
within n miles of every census tract in the United States. By scanning the
resulting output, it is then easy to find areas of high or low population density
(i.e. urban versus rural). Many businesses prefer to locate themselves in areas
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of relatively high population density. Therefore, the program could be run for
a certain value of n, seeking a list of tracts where P (t, n) is sufficiently high.
For example, New York City has many tracts where a 10-mile radius encircles
more than 7 million people.

3.3.2 Cluster

The cluster problem is analogous to the radius problem. The difference here
is that instead of seeking a fixed distance from a certain point, we seek a fixed
population size. For example, from a given point, how far do you need to
go to encompass 50,000 people? This problem can be solved by sorting the
tracts in ascending distance from the point in question. Since it is necessary to
sort the areal units, it is important to use a smaller input file, such as census
tracts, not blocks. Sorting all of the blocks in the United States would be
overkill. If blocks are desired, then these should be limited to a single state or
metropolitan area.

Once the clustering algorithm is implemented, then it too can be iterated
over the entire country. The complete Python program used to perform the
cluster analysis contains slightly over 100 lines of code. For each census tract t,
it computes the radius R(t, p) of the smallest circle centered at t containing a
population a population of p. Then, the output can be scanned to find specific
results of possible interest. To seek areas of high population density, one would
search for a radius below some threshold. For example, if one wanted to find
an area of 100,000 people in an urban density of at least 1000 per square mile,
we need a circular area of area 100 square miles or less. Thus, we need a circle
of radius 5.64 miles or less. Running the cluster program on the 2020 census
data reveals that more than half of the census tracts in the country have this
desired density.

One practical weakness of the radius and cluster programs is that they de-
fine only circular regions. As an alternative, a variation of the cluster problem
is to partition the U.S. into nonoverlapping regions of similar population. This
is similar to the real-world problems of redistricting and even the creation of
census tracts themselves. In theory, the United States needs to be partitioned
into 435 contiguous areas of equal population. In this case, there is also the
added detail that each state is partitioned separately. Students can also focus
on a single state alone to simulate the redistricting of a state legislature.

3.4 The Warehouse Problem

The warehouse problem is a generalization of finding a population center, and
is presented to a CS 2 audience. The purpose of the problem is to find a set
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of N centrally located points across the United States. The problem can be
stated as follows:

“Company XYZ is in retail trade, and its management would like to build
several warehouses around the country to store merchandise. The locations of
these warehouses should be chosen so as to minimize the distances from these
warehouses to the general public. For each potential customer in the United
States, we wish to estimate the distance from that household to its nearest
warehouse in order to minimize shipping costs. The output is a set of optimal
locations for the warehouses.”

Alternatively, rather than speaking of warehouses literally, the problem
could be stated as seeking to minimize the distance that the public needs to
travel to a location of business. The parameter to this problem is the desired
number of locations. And of course, the scope of the problem can be limited
to one state or metropolitan area rather than the whole country.

It is an optimization problem that selects an optimal sample of census
tracts. Blocks are not used because the run time of the program would increase
by a factor of 69 (the average number of blocks in a tract) for a gain in precision
that we might not appreciate. Inside an urban area, a census tract is often
about one square mile in size, which is sufficiently precise for this problem.
Students are given a pseudocode algorithm that they implement in Java. The
algorithm generates random samples of tracts, and among all the trials it finds
the sample with the minimum average distance. It can be summarized as
follows:

Create an array o f Tract ob j e c t s .
Create array A o f 10 Tracts f o r the optimal s e l e c t i o n .
For t r i a l = 1 to 25 ,000 :

Randomly generate a s e l e c t i o n S o f 10 Tracts
For each Tract t :

d = sho r t e s t d i s t anc e from t to any Tract in S
Compute weighted average o f a l l va lue s o f d

( i . e . weighted by the populat ion o f t )
I f t h i s weighted average d i s t ance < d i s t ance f o r the

array A, then r e s e t A to be the s e l e c t i o n S .
And keep track o f i t s weighted average d i s tance ,
and a l s o the t r i a l number where minimum was found .

I f t r i a l i s a mu l t ip l e o f 200 , p r i n t out the cur rent
va lue o f A and i t s average d i s t ance so that the user
can observe the p rog r e s s o f the a lgor i thm .

Students are given this pseudocode and asked to implement it in Java.
Being able to implement pseudocode is a fundamental skill in computer science.
Most students in the author’s CS 2 class found this to be a nontrivial task.
The two main stumbling blocks were understanding the concise language of
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the pseudocode, and making sure that no detail was omitted. The run time
complexity of the algorithm is linear in the desired number of warehouses and
in the number of trials. The program is under 200 lines long. In practice, for 10
warehouses and 25,000 trials, students found the program to take about three
minutes. In an upper-level algorithms course, students could explore other
optimization strategies, such as a genetic algorithm.

As a further experiment, once students have written this program, they
can run it on various numbers of business locations in order to discover a
mathematical relationship between distance in miles, d, and the population
size, p, served by each location. In other words, we can develop a rule of
thumb for estimating the average distance that one needs to travel to the
nearest establishment of some type. In our experiments, the regression formula
we obtained was

p = 2481d1.8

For example, if there is approximately one cardiologist for every 14,000 people
in the U.S., we should expect the average American to live 2.6 miles from one.

4 Conclusion

The goal of this work was to make it straightforward for students in CS 1
and CS 2 to write programs that analyze the geographic distribution of the
U.S. population and its diversity at a high degree of detail. The author has
had success over the years at incorporating the 2010 census data into several
different assignments and student research projects, and work has begun on
doing the same for 2020. With the newly released 2020 census data, everyone
now has the opportunity to begin analyzing the most recent demographic data.
Furthermore, this work need not be limited to the U.S. Table 2 shows a short
list of countries that also publish census data online along with corresponding
geospatial data [3, 5, 6, 9]. Thus, all of the programs described in this paper
could also be carried out on these countries as well.

Table 2: Examples of census hierarchies used in other countries
Country Unit Number Mean size S.D. of size
Australia Statistical area 1 53,358 402 165
Australia Statistical area 2 2,149 2,150 6,441
Australia Statistical area 3 333 64,441 40,532
Brazil Sector 310,120 615 354
Canada Dissemination Area 54,963 627 536
Canada Aggregate DA 4,920 7,003 3,965
New Zealand Area unit 2,012 2,108 1,699
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This work was conducted during a summer project as part of the Depart-
ment of Defense HPC Internship Program. The project was designed to intro-
duce a Computer Science student to High Performance Computing and working
in a multidisciplinary team of scientists and engineers. The project presented
a challenging real-world problem frequently encountered in computational en-
gineering involving a range of issues: porting a custom-built legacy code to a
new computing environment, evaluating the code efficiency, interfacing differ-
ent simulation packages, and performing large scale simulation runs in an HPC
environment.

Model-based design is a powerful tool in physics-based system engineering
that helps reduce design time and cost. Model-based design of increasingly
complex aircraft thermal systems and architectures requires significant compu-
tational resources and necessitates the use of HPC systems. deploying custom-
built Windows tools in an HPC environment can be challenging and container
virtualization technologies provide a user-friendly solution that is portable.

Docker [7] and Singularity [6] are well-established container virtualization
technologies that allow the researcers to package their custom application to-

∗Copyright is held by the author/owner.
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gether with all dependencies into a portable container that allows the custom
application to run on a different machine and in a different environment without
new compilation or any adjustments to the custom application. Containeriza-
tion technologies provide new deployment strategies, ease of use, and the ability
to execute applications in diverse computing environments.

Multipoint optimized Architecture Generator for Military Aircraft
(MAGMA) [4, 2] is a MATLAB GUI-based tool, part of the Aircraft Power
and Thermal Toolset (APTT) [5]. MAGMA has been developed to rapidly
generate and analyze power and thermal architectures for aircraft conceptual
design, to identify the best architectures given a set of system components and
constraints. The goal of this project was to port the MAGMA tool to HPC
environment and to carry out large-scale simulation runs that are otherwise
not feasible nor practical on a consumer Windows desktop. We will discuss the
challenges encountered in the course of this project-based learning experience,
the approaches and solutions we designed, as well as, the lessons learned.

The first goal of the project was to create a Singularity container with
an installation of OpenModelica [3] needed for MAGMA runs. Following the
best practices for Singularity container development in HPC environment [1], a
Docker container with OpenModelica v.1.16.5 within the Ubuntu 18.04 OS was
created. On the HPC machine, we used Singularity to pull the container from
Docker Hub. The porting of MAGMA to HPC environment involved adapting
the MATLAB code to be executed at the command line i.e., avoiding the
GUI parts of the code, as well as managing the library paths, since MATLAB
prepends its libraries to the system library path. The third component of the
project was to perform a large-scale production run by creating the appropriate
PBS launch script using the OpenModelica Singularity container. This involved
learning about computing environments on supercomputers and the PBS job
scheduling.

We performed a timing study examining the efficiency of the APTTMAGMA
code and determined the optimal set of parameters needed to perform large-
scale runs. The best practices for performing MATLAB runs in an HPC en-
vironment suggest that the code should be compiled into a standalone app
to eliminate the need for use of MATLAB and MATLAB Parallel Toolbox li-
censes. The code was modified accordingly and a standalone deployed APTT
MAGMA app was compiled for use in an HPC environment with container-
ized OpenModelica. Additional code modifications were needed to allow for
performing the runs in independent segments of user-defined size to help man-
age the size of the results files and to allow for asynchronous evaluation, thus
further reducing the compute time. The standalone APTT MAGMA app was
benchmarked by performing a production run analyzing 22056 hybrid thermal
management system architectures in five segments. Each segment ran on 48
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CPUs on the AFRL supercomputer Mustang and completed within five hours
of walltime. The compiled MAGMA app was found to run 40% faster than
within MATLAB. The study completed in less than 22 hours of walltime, a
significant speedup compared to a month of runtime on a consumer Windows
desktop.

In the course of this summer internship, we have successfully accomplished
the major goals of the project: a Docker container and a Singularity con-
tainer with OpenModelica v.1.16.5 have been produced and a large-scale APTT
MAGMA study using the Singularity container was successfully carried out.
A procedure for creating an OpenModelica Singularity container has been es-
tablished and tested. The APTT MAGMA code was successfully ported to
Linux and HPC environment and a standalone APTT MAGMA app which
does not require the use of MATLAB licenses, was successfully deployed. A
procedure for carrying out large-scale APTT MAGMA simulations has been
created, tested, and documented. Additionally, this project significantly im-
proved the efficiency of the APTT MAGMA tool and designed a procedure
for compiling the standalone APTT MAGMA app that can be used for other
MATLAB code in the future. Approved for public release, Unlimited Distribu-
tion, Case Number: AFRL-2022-0137.
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Data Science is quickly becoming one of the fastest growing and most criti-
cal areas in computer science. Extensive research and case studies have shown
that it can significantly benefit businesses across all industries. In turn, the
job market has a high demand for people with skills related to data analytics.
Therefore, it is critical to develop a curriculum that can attract high school
students to study computer science and data analytics and encourage them to
pursue these fields in their career paths. The goal of this research project is
to propose a non-programming curriculum that integrates the basic concepts
of databases, statistics, and data mining for advanced high school students.
This will allow students to experience the data science process - collecting, ex-
tracting, transforming and loading data to a normalized database, and perform
statistical analysis to find the correlation between datasets that are stored in
a database.

This study utilizes free software tools - MySQL database, MySQL Work-
bench IDE, and an online Chi-Square test calculator. Anxiety and skin disorder
datasets were downloaded from the CDC website and converted from XPT to
CSV format. Two tables were created in the database and datasets were up-
loaded to tables using MySQL Workbench. The student learned the basic SQL
SELECT, WHERE and GROUP BY statements through the w3schools.com
website to retrieve data from the database and generate the numbers for the
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2x2 table. A free online chi-square calculator was then used to produce the
p-value, 0.038, a significant correlation between anxiety and skin disorder.

After 5 hours of basic instruction on SQL queries, MySQL Workbench, the
Chi-square hypothesis, and the meaning of the significance, the high school
student spent around 20 hours to self-study and practice these topics, in ad-
dition to 5 hours to find and understand the CDC datasets, and another 10
hours to search and review the citations. A total of 40 hours for this curricu-
lum design should be allocated for high school students who already have an
Algebra background. For the database component, the study suggests covering
the basic SELECT, WHERE, AGGREGATE FUNCTION, GROUP BY, OR-
DER BY, INNER JOIN, and CREATE TABLE queries. It is not necessary to
cover advanced topics such as functional dependency, normalization, and E-R
diagrams for the high school curriculum. Overall, the results show this study is
a very successful model that should be easily adopted by other advanced high
school students.
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As technology constantly emerges, keeping up–to–date with these changes
can be a difficult task to accomplish. Technology has advanced on many fronts
such as web development and user experience among others. The advancements
in technology also include the rapid growth of assistive technology devices that
can be utilized to increase independence in various aspects of a person’s life,
however with the amount of new assistive technologies it has become difficult
for pediatric occupational therapy practitioners to keep up with them. We will
focus in this paper on the use of new technologies for web development in order
to present OT practitioners with a new tool to find new assistive technologies.
Many technologies and frameworks that facilitate web programming have been
developed by many technology companies such as Wix or Squarespace. These
technologies which are vastly used nowadays provide users the availability to
create websites, which facilitates the creation of new markets and informational
sites to exist.

Thanks to the new technologies that facilitate the construction of informa-
tive websites, among other kinds. We decided to use Squarespace in our project
thanks to its reliability and friendly user interface to investigate the usefulness
these technologies present to those who are not tech-savvy while also digging
deeper into new concepts that are involved in web development such as the
benefits of an improved user interface, user experience (UX/UI) and search
engine optimization (SEO).

In this project our goal was to explore these tools for web development and
to understand more elaborate concepts of web development such as UI/UX
while we research current assistive technology devices used by pediatric oc-
cupational therapy practitioners, we aim to give the opportunity for pediatric
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occupational therapy practitioners to maintain assistive device literacy in order
to flourish in the robust world of technology. Additionally, we aim to reduce
the time OT practitioners may spend when researching and selecting device
options. By providing practitioners a resource that increases access to assistive
device awareness and literacy, occupational therapy practitioners can further
provide better health care quality and improve treatment outcomes for clients
in need.

By the end of this project, we were able to create an informational website
that is easy to find and use by OT practitioners where they are able to search
by different categories among the many assistive technology devices compiled
into the website. This created a new tool for practitioners to increase their
knowledge about new and upcoming technologies that we hope will be vastly
used in the future.
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The years accompanying entrance into the university system are often char-
acterized by a period of great transformation. These years can also be wrought
with difficulties for many students, difficulties which are often compounded in
students with disabilities (SWD). Reports from the U.S. Department of Edu-
cation show that as recently as 2015-16, 19% of undergraduate students expe-
rienced some form of disability 1. Additionally, statistics show that SWD tend
to have lower post secondary completion rates than their counterparts [3]. A
review of pertinent literature has shown that there still exist gaps within the
field of computing education (CE) for teaching cybersecurity concepts to SWD.
This poster is a continuation of the author’s research into both the identifica-
tion and analysis of the current educational methods in use within the field of
CE for teaching concepts of cybersecurity to SWD. This poster aims at narrow-
ing the scope of that research by performing a specific analysis of CE through
the lens of the post secondary dyslexic SWD demographic.

This work began with a broad review consisting of an analysis of each
chosen disability, followed by a focused literature review in the field of CE
with emphasis placed on identifying current educational methods in use for
teaching cybersecurity concepts to SWD. The criteria for the disabilities cho-
sen for review was predicated upon the greatest impact on a students ability
to both learn and perform tasks fundamental to cybersecurity. The following
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four disabilities were selected based on this criteria: Visually Impaired and
Blind (VIB), Intellectual disabilities (ID), Autism, and Dyslexia. The initial
review of literature identified two main patterns. The first identified pattern
was related to how the materials were integrated into the curriculum, with
methods falling largely into a short term or a long term model. Short term
models were characterized by the delivery of methods in the form of camps or
workshops that were short in temporal duration. Long term models delivered
materials through amendments to current curriculum, creations of guidelines
aimed at inclusivity, or adaptations to traditional teaching methods. The sec-
ond identified pattern was related to how the materials were implemented into
the curriculum, with prior work largely delivering these methods through the
use of programming/coding or the use of tools. Emphasis in the discovered
work related to teaching SWD concepts of cybersecurity has thus far largely
been placed on VIB individuals with materials being delivered through short
term integration models [2].

The review of literature revealed minimal work done within the field of CE
in relation to methods for teaching dyslexic SWD concepts of cybersecurity.
While there has been research performed in the fields of computing sciences
relating to authentication and dyslexia, there has been little found in direct
relation to CE for teaching SWD concepts of cybersecurity, indicating an exis-
tent gap in research focusing specifically on dyslexic SWD. Dyslexia can cause
negative feelings for students surrounding academic self worth which may in
turn negatively affect graduation rates [1]. Considering that traits of dyslexia
may pose textual comprehension issues and difficulties decoding words, dyslexic
SWD may shy away from cybersecurity studies that are largely textual in na-
ture, such as cryptography [4]. These facts coupled with a need to increase
inclusivity in CE underlines the necessity for further research regarding educa-
tional methods for teaching dyslexic SWD concepts of cybersecurity.

This noted gap in research spurs the authors goal for continued research
aimed at increasing inclusivity for this demographic. Next steps include a
study involving dyslexic SWD to gather statistical data regarding experiences
in learning cybersecurity concepts. Having identified research performed in
CE for teaching SWD involving the use of gamification through programming,
the creation of a program focusing on a gamified assisted acquisition of cryp-
tographical concepts that takes into account traits of dyslexia is underway.
Integration of this gathered data will assist in producing an adequate reflec-
tion of the specific needs of dyslexic SWD in learning cybersecurity concepts.
The adoption of this program in CE delivered through a long term integration
model to ensure continuity of education will aid in not only increasing the pres-
ence of dyslexic SWD within the computing science field, but in maintaining
higher rates of retention for this demographic in post secondary education.
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A consistent development environment across students and faculty for a
course, assignment, or a project is desirable to reduce unintended, time con-
suming, and frustrating failures that distract from intended learning goals.
Faculty and institutions have tried various approaches to reduce these distrac-
tions (e.g., labs, laptop requirements, and remote access to servers). These
problems are not isolated to academia. Industry also has also been strug-
gling with these issues and has developed various practices and technologies
to combat them. Most recently, container technology (e.g., Docker [2]) has
emerged as a mechanism for packaging applications into relatively lightweight
containers that isolate each application and its dependencies in a way that can
be easily distributed to others. Visual Studio Code [4], with its Development
Containers [1], has further expanded containers to packaging and distributing
development environments customized for development of a specific applica-
tion. Faculty have begun to leverage this technology to create and distribute
to their students independent, lightweight, customized development environ-
ments for a particular course, example, or assignment [5, 6].

In this workshop, participants will learn how students would interact with
development containers, and observe what it is like to download, install, and
run a development container created by the facilitators. Participants and facil-
itators will have a candid discussion about the benefits and challenges of this
technology. Participants will learn how to build development containers for
their courses, and will build one with support from the workshop facilitators.

The facilitators have been developing open-source projects with their stu-
dents, working with Docker for the past two years and have begun introducing
Docker and development containers into their courses.
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Instructor identity is the sense of self towards being an instructor that
results from the beliefs and values that an individual holds. Instructor identity
is shaped by how that self interacts with the affordances and limitations of the
teaching and academic context and how that context impacts the sense of self.
Instructor identity is important as it impacts job satisfaction, commitment to
teaching, motivation and more.

One approach to exposing students to Computing for Good is for instructors
to involve students in humanitarian free and open source projects (HFOSS).
With guidance, students interact with open source communities to both learn
about the community and, ideally, to contribute to the project. This use
of HFOSS in education has shown potential to improve student motivation in
studying computing. It also tends to impact instructional approaches including
a push toward active learning, and a shift to mentoring and co-learning.

Instructor feedback indicates that this HFOSS education context has an
impact on instructor identity. Some instructors report that they have changed
their pedagogy as a result of supporting student involvement in humanitarian
open source, with changes including taking on more risk in the classroom and
allowing students to explore more freely [2].

∗Copyright is held by the author/owner.
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These reports of changes in pedagogy raise interesting questions related to
the nature of identity [1] including:

• How do changes in pedagogy impact instructor identity?

• How does the culture of open source impact instructor identity?

• How do social interactions with open source communities impact instruc-
tors’ identities?

This talk reports on the first steps towards exploring how instructor identity
changes as instructors support student involvement in such projects. Initial
observations will be described and a research plan will be outlined. Possible
opportunities for instructor participation will also be presented.
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