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Welcome to the 2022 CCSC Southeastern Conference

Welcome to the 35th Southeastern Regional Conference of the Consortium for Computing Sciences in Colleges. The CCSC:SE Regional Board welcomes you – in person, once again! – to Greenville, SC, the home of BJU. The conference is designed to promote a productive exchange of information among college personnel concerned with computer science education in the academic environment. It is intended for faculty as well as administrators of academic computing facilities, and it is also intended to be welcoming to student participants in a variety of special activities. We hope that you will find something to challenge and engage you at the conference!

The conference program is highlighted by a variety of sessions, such as engaging guest speakers, workshops, panels, student posters, faculty posters, a nifty assignment session and several sessions of high quality refereed papers. We received 14 papers this year of which 7 were accepted to be presented at the conference and included in the proceedings – an acceptance rate of 50%.

Two exciting activities are designed specifically for students – a research contest and an undergraduate programming competition, with prizes for the top finishers in each.

We especially would like to thank the faculty, staff, and students of BJU for their help in organizing this conference, especially under the challenging circumstances caused by the ongoing pandemic. Many thanks also to the CCSC Board, the CCSC:SE Regional Board, and to a wonderful Conference Committee, led by Conference Co-Chairs Dr. Ethan McGee and Dr. Bob Knisely. Thank you all so much for your time and energy.

We also need to send our deepest appreciation to our partners, sponsors, and vendors. Please take the time to go up to them and thank them for their contributions and support for computing sciences education – CCSC National Partners: Turing’s Craft, Google for Education, GitHub, National Science Foundation, Codio, zyBooks, National Center for Women and Information Technology, Teradata University Network, Mercury Learning and Information, Mercy College. Sponsoring Organizations: CCSC, ACM-SIGCSE, Upsilon Pi Epsilon.

We could not have done this without many excellent submissions from authors, many insightful comments from reviewers, and the support from our editor Baochuan Lu. Thanks to all of you for helping to create such a great program.

We hope you enjoy the conference and your visit to BJU.

Kevin Treu, CCSC:SE Regional Board Chair, Furman University
John Hunt, Program Chair, Covenant College
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MOCSIDE: an Open-source and Scalable Online IDE and Auto-Grader for Introductory Programming Courses
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Abstract

Programming is learned through practice, with said practice in introductory programming courses often translating to a prohibitively large number of assignments, increasing the grading workload for faculty and/or teaching assistants. In short, this is unsustainable. Several publishers and a few notable companies have provided meritable solutions, although most are plagued with problems including minimal problem sets, limited customization options, high cost, and even a disconnect with the pedagogical needs within academia. This paper presents a survey of the more popular solutions currently available, followed by a presentation of our newly-developed web application, MOCSIDE: open-source and scalable online IDE and auto-grader for computer science education.

1 Introduction

Colleges and universities are facing an unprecedented demand for computing degrees, and employment in computing and information technology fields is expected to grow by more than ten percent by 2029.\cite{3, 2} Scaling introductory
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programming courses to meet enrollment demand has proved challenging on the pedagogical front, and while approaches toward the teaching and learning of programming has evolved throughout the years, the old adage of practice makes perfect has never rung more true. Programming requires practice, extensive practice, ideally where feedback is both frequent and timely. Coupling this need with booming enrollment numbers results in a prohibitively large grading load for faculty and/or teaching assistants that is simply unsustainable. The consequence is that faculty are forced to limit graded practice or may simply remove it altogether, leaving students disengaged and disenfranchised.

Our proposal to meet this challenge is two-pronged. We have developed an open-source and scalable online IDE and auto-grader web application, which provides a self-contained and full-service experience for students. We also propose partitioning assignments into two groups: larger, more meaningful assignments, each possibly requiring over five hundred lines of code and taking one or two weeks to complete, and problem sets comprised of very small, scaffolded problems, drawing from previous research [1, 19], where students practice granular concepts learned each week or even each class period. These smaller, scaffolded problem sets are inherently designed with the auto-grading goal in mind and are perfectly suited for the formative feedback needs of the learners.

Auto-grading systems are not novel; in fact, they began arriving on the scene as far back as 2007 [15, 11] and have evolved from primitive solutions merely testing against provided test cases or unit tests[5] to an analysis of the actual code itself [10] and most recently even research into the feedback provided, arguing the need for detailed, formative feedback.[9, 8] Formative feedback is paramount and perhaps best described by Shute as “information communicated to the learner that is intended to modify his or her thinking or behavior to improve learning.”[18] Haldeman et. al. developed an auto-grading system that provides formative feedback based on a variety of logical errors in the student’s submission.[9, 8] As successful as their system is, it is quite involved and most certainly hands-on, starting with the design of a knowledge map, the the design of the assignment itself and a test suite of cases, and even a trained classifier that categorizes errors based on the outcomes of the test cases. The results, however, were impressive and showed success even with medium-sized problems, problems where meaningful formative feedback is crucial.

Much of the research in auto-grading assumes a one-size-fits-all approach, with little discussion on the size and scope of the graded assignments. Auto-graders have proven immensely valuable when used with medium-sized problems; they provide little value, however, on much larger programming assignments, where the size and content scope is too unwieldy for automatic feedback.
And what of very small problems, where the objective is quite granular? A multi-layered formative feedback classifier may be unnecessary. By partitioning assignments into two groups, the larger, more meaningful assignments and the smaller, scaffolded problem sets, we are able to leverage auto-grading on the smaller problems while still assessing broader software engineering outcomes with the larger assignments. Further, the smaller, scaffolded problems facilitate a quite directed formative feedback without the need to plan for a multitude of errors and build hint classifiers, as the problem scope is limited to finely-grained learning outcomes. While we continue to assign larger, multi-faceted projects in our introductory programming courses, our work focuses on the creation of these smaller, scaffolded problem sets and an open-source online IDE and auto-grading system to support them. The value proposition is clear for faculty and students. Faculty are able to assess learning objectives at a granular level and can pinpoint areas needing further clarification. Students get the frequent and timely feedback they need, with the feedback, by design, honed in on the granular learning outcome of the problem. The caveat is that weekly assignments increase in number from four or five medium-sized problems per week to upwards of twenty or even thirty small, scaffolded problems. Even at institutions with smaller class sizes of twenty students, this could translate to six hundred graded exercises per week, dictating the use of a modern, web-based auto-grader with an integrated IDE.

The value of our developed web application is that it’s free to use, open source, includes scaffolded problem sets in both Java and Python, and provides a full-service, self-contained experience for students. Whereas many auto-grading solutions instruct students to download the problem specification, solve the program within an editor or IDE on their own computer, and then revisit the auto-grader to upload their solution, our open-source web application provides a full-service, self-contained experience for students and faculty alike, reminiscent of the more popular paid solutions, Repl.it and CodingRooms. Students merely navigate to the given problem set, select a particular problem, code the solution within the provided web-based IDE, test their code, and then submit and await immediate feedback, all within the same browser tab.

Our contributions can be summarized as follows:

- We provide a survey of the more popular auto-grading solutions for introductory programming courses.
- We provide an open-source, auto-grader web application, along with scaffolded problem sets in both the Java and Python programming languages.
- We provide a technical overview of the developed online IDE and auto-grader and demonstrate the efficacy of its use for introductory programming courses.

The remainder of the paper is organized as follows. Section 2 reviews related
work on the use of auto-grading for small programming assignments as well as a survey of the more popular auto-grader options currently available. Section 3 details the technical requirements of the system, including an overview of the application development process. Results are discussed in Section 4, and we give concluding remarks in Section 5.

2 Related Work

Booming enrollment numbers made automatic grading a reality, and a variety of free and paid options were developed, each providing unique ways to assess student code and provide feedback. Three of the more prominent free auto-grading systems will be discussed below: Web-Cat, OK, and Autolab. Web-Cat is a modular grading system initially developed in 2008 as a means to simply submit assignments.[6] Using plugins, Web-Cat provides auto-grading functionality and has also been used in research to explore the gamification of feedback and the value of providing motivational hints. OK was developed at UC Berkeley and supports auto-grading via output comparison as well as human-authored code review and detailed analytics.[5] The collection of in-progress work, or snapshots, during the assignment is unique to this system and provides useful data for instructors to gauge assignment difficulty and common errors. AutoLab was developed by Carnegie Mellon and is used by several top universities, with University of Washington and Cornell University among them.[5, 14] By default, Autolab does not provide feedback, with students simply receiving a pass/fail response and left to cope with their incorrect answers and/or underlying misconceptions.[12] Addressing these concerns, Haldeman et. al. augmented both Web-Cat and Autolab by developing an auto-grading system that provides formative feedback based on a variety of logical errors in the student’s submission.[9, 8]

On the paid front, there are many contenders including zyLabs, Repl.it, Codio, CodeHS, Coding Rooms, and more. As with their free counterparts, each has their merit. zyLabs and zyBooks are well known within academia and computer science, offering interactive, online curriculum content as well as auto-grading solutions. zyLabs was first introduced in 2016 and has grown significantly in five years, a testament to auto-grading needs of modern classrooms.[7] Similar to other publishers, zyLabs offers automatically-graded problem sets at the end of each module, with formative feedback offered when submissions result in a failure. While the provided problems are serviceable, most require between twenty to forty lines of code and map to multiple learning outcomes. Limiting zyLabs widespread adoption is the lack of smaller, scaffolded problem sets coupled with the inability to add custom problems.

Repl.it started out as an online IDE, allowing users to write and run code
in over fifty languages. Their academic product, Classroom, was considered a

game changer for many, with students and faculty praising its ease of use and
collaborative coding environment.[17] Creating problems, test cases, and set-
ing up the auto-grader was complete in a matter of clicks, and their collabora-
tive coding functionality, also known as Repl.it "Multiplayer", was icing on the
cake. Unfortunately, during the Fall 2020 semester, their Classroom product
began experience major technical problems. What initially were down times
of a few hours then became a few days, leaving students frustrated and fac-
ulty without answers. Unable to address these issues, Repl.it announced that
it would be discontinued, while encouraging faculty to test their new Teams
platform, which even now one year later, does not provide the ease-of-use
and streamlined functionality of their previous Classroom product, although it
does include several overall improvements. Truth be told, we owe gratitude to
Repl.it, as this research was a byproduct of that Fall 2020 and the unknowns
it presented.

Coding Rooms is one of the newer paid offerings and has grown significantly
since the start of COVID. Like Repl.it’s previous Classroom product, Coding
Rooms offers a streamlined experience for faculty in the creation of courses,
modules, problems, and the test cases needed for auto-grading. Anecdotally,
Coding Rooms appears to constantly improve due to being very receptive of
feedback and quick to implement suggested changes. Other notable paid solu-
tions include Codio and CodeHS, both offering similar functionality to Coding
Rooms. The aforementioned paid solutions provide a modern take on auto-
grading, extensive customization options, and formative feedback, all within
an easy-to-use, self-contained ecosystem. Their collective downside is simply
cost. Further, the Fall 2020 experience detailed above was motivation enough
to research options and look to develop an in-house and open-source solution.

3 Technical Requirements & Overview of System

3.1 Analysis of Requisite Features

Modeling our web application after Repl.it and CodingRooms certainly stream-
lined this stage of requirements analysis. While we haven’t the luxury of the
millions in venture capital [20], our application does contain a similar feature
set to these paid services. Faculty needs include course creation, lab/module
creation within those courses, the ability to create problems within the in-
dividual labs, and the ability to administer the course, including adding and
removing students, editing grades, and more. Student needs include the ability
to register for course, the ability to navigate through labs and problems within
said labs, the ability to solve a given problem within the provided online IDE,
the ability to test their solution against a provided set of pretest cases, and the ability to submit their solution.

3.2 Server Setup

MocsIDE runs on an unmanaged VPS with a fairly simple stack of technologies. Our operating system of choice is Ubuntu 20.04, which comes pre-installed with Apache. Setup consists of a few broad steps: Linux setup (users, firewall, ssh keys), Environment setup (software install, project clone, test compilation), and then publishing/securing our app with Certbot and Apache. Choices made early on in the process of Linux setup greatly affect our security later on, so we take care to quickly setup UFW (Ubuntu Default firewall) and user ssh keys to prevent unauthorized traffic. Environment setup can be an incredibly labor intensive step if we need to start a fresh install, so we use tools like Systemback and SQL dumps to restore more swiftly after a “fatal” error or mistake.

3.3 Reactive Web Application via Vue & Laravel

The requirements of dynamic rendering and reactivity dictated the use of a front-end framework, facilitating a more engaging, interactive platform for users. We opted to use Vue as our front-end framework, as it presents a balanced coding experience, has the smallest package size, is measurably faster than React and Angular, and has a growing community of developers creating custom packages and modules which can be used to support our unique requirements. Thus, our front-end was coded in HTML, CSS, and JavaScript, all within the Vue 3 framework, and we further included a CSS framework, Bootstrap, to aid in reactive design. Laravel was chosen as our back-end API, as it works seamlessly with Vue and is packed with helpful features and documentation. Laravel made implementing authentication and authorization a simple task and allowed us to create our own front-end interpretations of its functionality. Using the framework, we designed a multi-functional API that allowed our application to work with stored data in more dynamic and intuitive ways on top of regular CRUD functionality, as well as safely handling the grading process, among others. As Laravel is a PHP framework, it does come with the drawbacks of using PHP in a fashion unlike the multi-page PHP web pages of the past — namely a lack of native support interacting with the Docker SDK (needed for auto-grading), which was a non-issue until later in the development process as we strayed from pure Laravel.
3.4 Docker Containers

Arguably the greatest hurdle faced was in how to compile code, run it against a set of test cases, compare the outputs to the expected outputs, and then present the results back to the user. This was well beyond the scope of typical front and back end development and required extensive research. Individual virtual machines, or jailed boxes, were appealing but are known to be resource heavy. [16] We were also careful to not sacrifice the security of our server, as we were very wary of running malicious code. The solution to this problem was Docker. Docker, a very popular containerization program, allows for the creation of virtual environments for each individual user and is incredibly customizable with the ability to adjust the size and complexity of the docker’s image. We created our own custom image, which enabled us to keep the size of the container small to ensure we could have multiple students running their code simultaneously. Our custom Docker has several languages installed and handles running and grading the code and then sends the results back to both the front and back end to be displayed and saved.

4 Results & Discussion

All components of the web application were completed and rigorously tested by faculty and students during the Spring 2021 and Summer 2021 semesters. Having been modeled after paid solutions used during the past three years, students appreciated having a similar user experience with course navigation, an embedded online IDE, and submission and feedback systems. And per-
haps most appreciated was having all of that at no cost to them. Figure 1 shows a screenshot of a student submission having passed all test cases. The web application is open source and can be found here, https://github.com/jcazalas/mocsidev1. The included readme file provides the necessary documentation for server and database setup and details how to change the logo and color scheme if desired. The repository currently includes scaffolded problem sets for an introductory course taught using either Python or Java as well as for an object-oriented course using Java. Faculty can copy those sample courses, can modify their content, can create courses, modules, and problems, and can invite students to enroll in a course by providing a system-generated invitation link. We plan to improve the application by including code collaboration, gamification via live, anonymous scoreboards[13, 4], and an intelligent hint system for larger-sized problems. As improvements are implemented, new versions of the web application will be pushed to the above-linked git repository.

5 Conclusion

In this paper, we presented MOCSIDE, our open-source and scalable online IDE and auto-grader for introductory programming courses. Our web application provides students a full-service and self-contained learning experience, where they can navigate to the given problem set, select a particular problem, code the solution within the provided web-based IDE, test their code, and then submit and await immediate feedback, all within the same browser tab. Using the provided scaffolded programming assignments, faculty are able to assess learning objectives at a granular level, with the auto-grader providing frequent and timely formative feedback. Results indicate a positive user experience from students and instructors alike, with ease of use, cost savings, and being open source highlighted as key features.
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Abstract
We consider the perfect knowledge, abstract strategy game Abalone as a means of investigating AI search. In particular, we apply a Monte Carlo Tree Search technique to Abalone and assess its efficacy.

1 Introduction
In an artificial intelligence course, we sometimes find it difficult to define a domain and corresponding simple codebase for students to implement novel techniques. In this paper, we consider the abstract strategy game Abalone [3] as a means of exploring tree search. Some modern board games require fifty or more pages of rules, complex boards, and many pieces. By contrast, Abalone is a perfect knowledge game, in the vein of checkers, in which the rules can be described on an index card with a simple hexagonal board and two colors of pieces. Abalone is a game that has sold millions of copies worldwide [3], but is relatively unknown in the United States. Pedagogically it is therefore ideal to explore for a class interested in games, search, or strategy development in a competitive bot.

It is common for search tree techniques such as Minimax to be applied to games such as Chess, Checkers, and Go. While such search tree algorithms have been successful, even greater success has been achieved when combined with a Monte Carlo
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technique. In this paper we apply the Monte Carlo Tree Search (MCTS) [4] technique to Abalone with moderate success. Our work is the result of two undergraduate summer research students and serves as a precursor to inclusion in an undergraduate AI course. In Section 2 we describe the game of Abalone. We then provide an introduction to the MCTS applied to Abalone in Section 3. We then empirically report on several MCTS players in Section 4.

2 Game Rules

Gameplay. The Abalone board is a hexagon consisting of 61 individual positions as shown in Figure 2. Each player begins with their own set of 14 black or white marbles positioned symmetrically at opposite ends of the board; black marbles are filled in, white marbles contain a W, and empty spaces are dashed. For clarity, we have labeled the horizontal rows from 1 through 9 and the diagonal ‘columns’ (diagonals, hereafter) from A through I as shown in Figure 1. This labeling will allow us to speak about particular cells. For example, at the beginning of the game black marbles populate spaces A1 through E1, A2 through F2, and C3 through E3.

Play always begins with black having the first move. The players alternate turns until a player has pushed 6 opposing marbles off the board. Each turn consists of a player making a single action. We describe each of the five possible actions noting one definition. We define a Line to be a sequence of 2 or 3 marbles of the same color positioned linearly (i.e., all marbles fall on the same horizontal or diagonal); Figure 2 contains a line of 3 white marbles from E7 through G7. According to this definition any two adjacent marbles of the same color form a Line. Therefore, every
Figure 3: Configurations for possible player actions (not a realistic board state).

Line of length 3 can be broken down into two Lines consisting of 2 marbles. We limit Lines to length 3 as there is no greater utility for longer lines in the game as we will see below with actions.

**Actions.** During a turn, each player must take a single action (i.e., make a move). Although our nomenclature for player moves may differ from some Abalone game instruction nomenclature, our choices are for clarity. Independent of our definitions, we always adhere to proper game rule interpretations.

**Simple.** A player may move a single marble to any adjacent, valid, empty space. For example, in Figure 3 the black marble in B2 may be moved to any of the six adjacent spaces (e.g., A1, A2, etc.).

**Line shift.** All marbles in a Line may be shifted one position linearly as long as the destination space is valid and empty. In Figure 3, the Line of length 2 in row 3 can be shifted from positions E3 and F3 either left or right as indicated by the red arrows. A left Line shift results in the 2 black marbles being moved into spaces D3 and E3; a right Line shift results in the 2 black marbles being moved into spaces F3 and G3. Shifts can apply to any Line; the Line of 3 black marbles in ‘column’ H may shift into positions H7 through H9 as indicated with a downward green arrow; similarly upward into spaces H5 through H7.

**Sidestep.** Similar to a simple move, an entire Line may move as a unit in any ‘open’ direction. A Line may be moved laterally (‘broadside’) as a unit assuming all destination spaces are valid and empty. In order to avoid clutter in Figure 3, we focus our example on the horizontal Line of length 2 in row 3. This line may move as a unit in four directions: northeast (green), northwest (black), southwest (blue), or southeast (purple). For clarity, we differentiate Line shifts from side step moves since Line shifts
only require one destination space be open and valid while side step moves require we verify all marbles can be moved to valid and empty spaces.

Push move. The goal of Abalone is to ‘eject’ six of your opponent’s marbles off of the board by pushing. Pushing is accomplished by using numerical superiority (‘Sumito’) to force an opponent’s marble(s) to move. In particular, a Line of length 3 can push a linearly aligned marble of the opponent (3-Push-1 Sumito) or a linearly aligned Line of an opponent of length 2 (3-Push-2 Sumito). Similarly, a line of length 2 can push a single opponent marble (2-Push-1 Sumito). In Figure 3, there is a 2-Push-1 Sumito of the black Line including C6 and D7 onto opponent’s white marble at E8 resulting in the black Line at D7 and E8 and the white marble onto F9. We can only perform a push when the pushing destination space is empty or is off the board. So the black Line of C6 and D7 cannot push the white marble at B5 since A4 is occupied.

## 3 Monte Carlo Tree Search

A Monte Carlo method refers to a class of algorithms that use random sampling to identify patterns. In our case, we applied the classic MCTS as a competitor in Abalone. Although many resources exist, we describe the MCTS algorithm to place our experimental parameters into context.

**Algorithm 1 Monte Carlo Tree Search Algorithm**

1: function MCTS(root)  
2:     root: Root of Tree  
3:     EXPAND(root)  
4:     while RESOURCESREMAIN() do   ▷ Time or Iterations  
5:         ℓ ← TRAVERSE(root)    ▷ Identify a leaf node via best UCB score  
6:         if ROLLEDOUT(ℓ) then ▷ Previously rolled out node.  
7:             EXPAND(ℓ)  
8:             ℓ ← RANDOMCHILD(ℓ)  
9:         SFℓ ← ROLLOUT(ℓ)  ▷ Monte Carlo game simulation from ℓ  
10:        BACKPROP(ℓ, SFℓ) ▷ Back-propagate result from ℓ up to root  
11:     return BESTCHILD(root)

**Algorithm.** As described in Algorithm 1, MCTS is a technique defined by four core sub-routines: EXPAND, TRAVERSE, ROLLOUT, and backpropagation (BACKPROP). We consider each of these operations in turn.

**Expansion.** Given a node n in a search tree T, expansion refers to adding all children of n to T. With Abalone, each node in the tree maintains a game board layout. A move m (as described in Section 2) transitions a parent node p ∈ T to a child node cT: p m→ c. Expansion can be precarious with Abalone since there are 44 possible moves for the black player in Figure 2 as implemented on Line 3 of Algorithm 1.
Traversal. Each iteration of the MCTS algorithm must traverse the existing tree to identify a leaf node to either expand or rollout. Each node $n$ in a tree $T$ maintains two attributes: (1) a cumulative score ($S$) updated when $n$ is included in a simulated gameplay path and (2) a count ($N$) of number of times $n$ is visited. The decision about which child $c$ of $n$ to visit next is based on the largest value of the Upper Bound Confidence Bound 1 applied to Trees [4] (UCB1) for a parent and each of its children:

$$UCB1(p, c) = \frac{c_S}{c_N} + E \sqrt{\frac{\ln N_p}{c_N}} \quad (1)$$

where $E$ is an exploration parameter. Equation 1 consists of two expressions. The expression $\frac{c_S}{c_N}$ refers to the level of success previously found by traversing the particular edge between parent and child; hence, the colloquial name ‘exploitation’ expression. The second expression (bandit expression) $E \sqrt{\frac{\ln N_p}{c_N}}$ values new nodes to explore; UCB1 returns $\infty$ for a child that has not been explored (i.e., $c_N = 0$). We can tune the importance of exploration in a game by selecting $E$ to be small in order to avoid a breadth-first exploration that may arise in games with many options for moves.

Rollout. Given a leaf node $\ell$ from traversal (Line 5 in Algorithm 1), we expand it if needed (Line 6 through Line 8), and simulate a game between two players who choose their moves randomly (Section 4 describes how our approach to rollouts is semi-random). When a rollout has reached its conclusion either by the game finishing or a cutoff parameter being reached, we return a score $SF_\ell \in [-1, 1]$ indicating success or failure attributed to a game starting with $\ell$ for the root player’s turn.

Backpropagation. For each node $n$ in the path from $\ell$ to the root tree $T$ on Line 10, we update $n_S$ (total score of $n$), additively with $SF_\ell(Board, P)$ where $P$ is the current player, and increment the number of times $n$ was visited (i.e., $++n_N$).

Iteration and Return. We continue to iterate on Line 4 through traversal, rollout, and backpropagation until we exhaust our search parameter(s): time, space, or some other cutoff (e.g. maximum number of rollouts, etc.). Last, on Line 11, we choose move $m$ from root $m \rightarrow c$ where $c_S$ is the maximum among all children of root.

4 Experimental Analyses

The goal of our experiments is to explore the utility of the MCTS algorithm for Abalone.

Bot Players. There are several parameters that can be tuned with the MCTS algorithm. Our experiments attempt to demonstrate the goodness of a MCTS player compared to other naive players. As shown in Table 1, we had 7 different players compete against one another. We defined three Player Types that choose moves at random: (1) a player that randomly chooses one move out of all possible moves, (2) a player that prioritizes a random Push move (if one is not available it randomly chooses from
one of the other moves), and (3) a tiered player that chooses a random move from a category of moves in the order Push, Line Shift, Sidestep, and Simple.

Our final four players choose moves based on MCTS. Player Type 4 implements the MCTS loop condition (Line 4 of Algorithm 1) with a fixed number of iterations. Player Type 5 iterates a fixed amount of time.

For our remaining players, we recognized that early-game board states and mid-game board states are quite different. We define a formation to be a connected subgraph of marbles of a single color; for example, Figure 2 has two distinct formations. We also define adjacent formations as two formations, $W$ and $B$, of opposing color marbles in which at least one marble of $W$ is adjacent to one marble of $B$. Although it is difficult to identify when a mid-game board state has occurred, we relied on our experience with the game to define two criteria. We define mid-game as a board state in which (a) one marble has been pushed off the board or (b) one formation of marbles, $B$, penetrates through an opponent’s marbles resulting in two formations, $W_1$ and $W_2$, both adjacent to $B$ (see Figure 4 for an example). Thus, our last two hybrid players switch modes mid-game. Player Type 6 starts with an iteration-controlled MCTS and transitions to time-controlled; Player Type 7 took the opposite order of loop control (time-based MCTS followed by iteration).

**MCTS Parameters.** Players following a MCTS must define the exploration constant: $E$ in Equation 1. Since Abalone defines an exponential search space, it is easy to explore vast shallow elements of the search tree. In order to favor exploitation over exploration we empirically identified $E = 0.05$ to provide a balance between depth (roughly 8 to 10 moves deep) and breadth (approximate maximum width of 15000).

![Figure 4: A sample penetration-based mid-game board state with regions indicated for dominance-based board-state scoring.](image-url)
For the rollout operation of MCTS we must identify a reasonable upper bound for the number of turns in a rollout-played game as well as what random Player (either Type 1, 2, or 3) will play rollout games for our MCTS Players (Type 4, 5, 6, and 7). Empirically, we observed strictly random rollout games completed after 750 moves; hence we set the maximum number of moves for rollout to be 800. Although this is excessive compared to a standard game which last about 100 turns, we wanted to ensure rollout games completed. To expedite the rollout process, instead of using strictly random players (Player Type 1), we instead used a random push mover (Player Type 2) for all MCTS Players. Our goal in this choice was to maintain as much randomness as possible in the spirit of a Monte Carlo method, but to expedite execution as well; 10000 iterations of MCTS with rollout using Player Type 2 was almost 8 times faster than using Player Type 1.

As described in Section 3 with Algorithm 1, it is common for iteration to be based on time. We executed Player Type 4 using 30, 45, 60, and 120 seconds per move with the number of resulting rollouts shown in Figure 5. We observe in Figure 5 that there was a significant difference between the number of rollouts in the early- and mid-game. Ultimately, we want as many rollouts as possible and thus the 30 and 45 second players were not able to make a strong, informed move. We observed that a 60-second turn gives satisfactory results while the 120-second did not make a notable, significant success in move selection (and win ratios) compared to 60-seconds. Hence, Player Types 5, 6, and 7 use 60-second turn bounds.

For Player Types 4, 6, and 7 using iteration-based MCTS we must identify a reasonable upper bound number of iterations. Comparing 1000, 5000, and 10000 iterations, we observed a reasonable balance between tree depth and execution time using 5000 iterations noting the Player took less than a minute toward the beginning of the game and less than five seconds by the end of the game.

**Board-State Scoring.** When rollout game play is stopped or it completes, we define $\text{SF} : \text{Board} \times P \rightarrow [-1, 1]$ where $-1$ indicates a loss for a player $P$ and 1 indicates a win. If the game is not complete, we weight two different methods for

![Figure 5: Scaled number of rollouts per turn for time-based iteration of MCTS.](image)
scoring a board equally, one method based on number of pieces and one based on piece placement so that players would seek avenues to win while attempting to maintain strong board positioning.

**Piece-Based Scoring.** It is a distinct advantage to have more marbles than your opponent. We defined an exponential piece scoring function ($ps$) emphasizing the difference in the number of remaining marbles ($|M|$) between players:

$$ps(\text{Board}) = \text{ms}(B) - \text{ms}(W) ; \text{ms}(M) = \begin{cases} 2^{(14-|M|)/7} & 10 \leq |M| \leq 14 \\ 2^{(14-|M|+1)/7} & |M| = 9 \end{cases}.$$ 

We note the non-linearity of this function as to award higher scores for a player being closer to a win. In particular, we valued having 5 opponent marbles pushed off (9 remaining on board) to indicate a strategic advantage (allowing the player to be more aggressive); this accounts for dividing by 7 instead of 6 in $\text{ms}$ since the fifth marble pushed off can be viewed as twice as important as all others. As an example, consider the case where a player has pushed off 5 opponent marbles compared to their opponent pushing off only 2 of theirs, we would calculate $ps(\text{Board}) = 2^{6/7} - 2^{2/7} \approx 0.592$.

**Dominance-Based Scoring.** Our second scoring method considers board dominance of a player and it consists of two equally weighted parts. The first part splits the board into 7 hexagonal regions as shown in Figure 4 (region 7 is in the center of the board) and their corresponding center spaces in $B2, E2$, etc.; in this configuration, there are 6 interior and 6 exterior spaces on the board that are not within a region. A player earns a score of 1 for each region except for the center hexagon which receives a score of 2. Dominance of a region $r$ is determined by the color marble that is situated on the center space of $r$. If no marble occupies the center, $r$ is considered to be dominated by the player with the majority of marbles in $r$. In Figure 4, white dominates area 5 since it occupies the center and black dominates regions 1 and 2 since black has the majority of marbles. In Figure 4 white dominates 3 regions and black dominates 3, including the center. We would compute a dominance score for the black player as $\text{dom}(B) = (4 - 3)/8 = 0.125$ where division normalizes the value to $[-1, 1]$.

The second part of dominance-based scoring considers cohesion of marble formations; tighter groupings are more valuable to prevent opponent Sumitos. If a player’s marbles consist of multiple formations, the cohesion score is 0. For a player with a single formation, we compute the spread of the formation as the straight-line distance between the farthest nodes in a formation subgraph. In Figure 4, black consists of a single formation so we compute the distance between $F7$ and $C2$ (using Law of Cosines) as $\sqrt{(7 - 2)^2 + (6 - 3)^2 - 2 \cdot (7 - 2) \cdot (6 - 3) \cos 60^\circ} = \sqrt{19}$; normalized to the maximum distance on the board (9), we have $\sqrt{19}/9 \approx 0.484$. Since we want formations with less spread, we take the complement: $1 - 0.484 = 0.516$.

As an example of the overall scoring computation, consider the board state in Figure 4 evaluating for black. For piece count we have $ps(\text{Board}) = 2^{1/7} - 2^0 \approx 0.104$. Hence, $SF(\text{Board}, B) = \frac{1}{2} \cdot [0.104 + \frac{1}{2} \cdot (0.125 + 0.516)] \approx 0.212$.

**Analyses.** We executed each of our Player Types against one another with win
rates reported in Table 1. As a measure of confidence in our implementation, we observe that the main diagonal of the upper left corner of the table indicates a fair, 50% win rate specifically over the large sample size of 2000000 games. Of note, we believe the lower win ratio for the Player Type 1 is a result of not finishing games in the number of moves allowed. We also observe that all MCTS Player Types 4, 5, 6, and 7 beat all random Players (Types 1, 2, and 3) 100% of the time. The remaining games involving MCTS Players seem to represent a relatively small sample size. However, a typical game between two MCTS Players such as two Player Type 5 can take approximately 2 hours to complete; hence, Table 1 represents weeks of computing time.

Among the MCTS Player Types, there is no clear evidence of a ‘best’ player as all had win rates below 50%. As a result, while our sample size is small, these data suggest that the second (white) player has an advantage over the first (black) player.

### 5 Related Works

Chorus [1] considers different agents to play Abalone. While they conclude that the Alpha-Beta algorithm is superior to MCTS, their MCTS scoring approach is naïve in that they only use the number of pushed marbles as a method of scoring in a case where one player does not win outright. Whereas our scoring technique relies on state-based scoring of the board as much as it does counting pushed marbles by giving weight to the number of marbles pushed off thus reflecting an advantage of having more marbles on the board in the late game. Our approach does not consider an alpha-beta approach since our proposed goal is to investigate a more recent technique that has experienced some success with other games (e.g., Go using AlphaGo [2], Chess

<table>
<thead>
<tr>
<th>Player 1</th>
<th>Random Player All Move</th>
<th>Random Player Push Move</th>
<th>Random Player Tiered Move</th>
<th>Monte Carlo Tree Search</th>
<th>Time Based Tree Search</th>
<th>Hybrid Player Time First</th>
<th>Hybrid Player Move First</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Player All Move</td>
<td>819,472 / 2,000,000</td>
<td>598 / 2,000,000 .0025</td>
<td>660 / 2,000,000 .0003</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
</tr>
<tr>
<td>Random Player Push Move</td>
<td>1,999,980 / 2,000,000</td>
<td>996,414 / 2,000,000 .498</td>
<td>848,064 / 2,000,000 .424</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
</tr>
<tr>
<td>Random Player Tiered Move</td>
<td>1,999,990 / 2,000,000</td>
<td>1,144,301 / 2,000,000 .572</td>
<td>996,631 / 2,000,000 .498</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
<td>0 / 50 0</td>
</tr>
<tr>
<td>Monte Carlo Tree Search</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>25 / 50 0.5</td>
<td>23 / 50 0.46</td>
<td>20 / 50 0.4</td>
<td>25 / 50 0.5</td>
</tr>
<tr>
<td>Time Based Tree Search</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>21 / 50 0.42</td>
<td>17 / 50 0.34</td>
<td>19 / 50 0.38</td>
<td>17 / 50 0.34</td>
</tr>
<tr>
<td>Hybrid Player Time First</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>23 / 50 0.46</td>
<td>18 / 50 0.36</td>
<td>21 / 50 0.42</td>
<td>21 / 50 0.42</td>
</tr>
<tr>
<td>Hybrid Player Move First</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>50 / 50 1.0</td>
<td>22 / 50 0.44</td>
<td>22 / 50 0.44</td>
<td>20 / 50 0.4</td>
<td>23 / 50 0.46</td>
</tr>
</tbody>
</table>

Table 1: Empirical win rates for first player (black) × second player (white) games.

Ozcan and Hulagu [7] attempt to heuristically play Abalone through knowledge of the value of the center. Their Abalone player attempts to occupy the center of the board first to put their opponent in a disadvantageous position. We attempted something with our scoring method, but found that incentivizing the center of the board created a player that was afraid to push marbles off the board. Hence, we incentivized cohesion over acquiring and maintaining the center.

Our lack of a conclusion as to the best MCTS Player is similar to the findings of Kozelek [5] when applying MCTS to Arimaa, a game that is similar, yet more complex than Chess. He stated the MCTS “gave very poor performance” and suggested a static evaluation of the board at given points in time.

6 Conclusions

We considered the game Abalone as a venue for agent play. We presented the MCTS algorithm along with many different parameters for tuning the algorithm with respect to Abalone. We were not able to conclude a best MCTS Player for Abalone, but we were able to intuit that the second player has the advantage. There are many potential avenues for further consideration of MCTS with Abalone as an academic exercise; however, the search space is prohibitive.

References


Introducing Algorithmic Bias Considerations in an Introductory CS Course*

Marguerite Doman and Chlotia Garrison
Computer Science and Quantitative Methods
Winthrop University
Rock Hill, SC 29788
{domanm,garrisonc@winthrop.edu

Abstract

With a growing focus on diversity, equity, and inclusion, the use of applications to make decisions is intended to help remove human bias from the decision-making process. However, the increasing number of examples of algorithm bias reveals the need to ensure the algorithms used in applications are not biased. A first step to creating unbiased algorithms is being aware that algorithms can contain bias. The goal of this research is to review the results of including a simple and non-threatening assignment into the requirements of an introductory CS1 class that helps make students and future programmers aware of algorithm bias.

1 Introduction

The ubiquitous use of computing applications to assist in decision-making and other cultural practices has made us more dependent on the credibility of the algorithms used in building those applications. That dependency and reliance on these applications may result in an implicit trust in the algorithm’s outcomes. The “garbage-in, garbage-out” acronym is often changed for end-users to “garbage-in, gospel-out” [20]. Due to that trust and the prevalence of use, we must demand more rigor and less bias from computer applications.
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The ‘black box’ nature of algorithms makes it difficult to assert whether the outcomes are correct, erroneous, or even biased. That is, the algorithm may slant to some bias. We define bias in algorithms as “computer systems that systematically and unfairly discriminate against certain individuals or groups of individuals in favor of others. A system discriminates unfairly if it denies an opportunity or a good or if it assigns an undesirable outcome to an individual or group of individuals on grounds that are unreasonable or inappropriate” [8]. To address the potential harm of biased algorithms in intelligent systems, IEEE launched an initiative to ensure designers and developers include the ethical implementation of autonomous and intelligent technologies [2]. ACM Public Policy Council stated Algorithmic Transparency and Accountability [16] which seeks to eliminate bias through a set of principles to be considered throughout the software development lifecycle, including deployment. Because people are resistant to algorithms making important decisions [2] programmers should intentionally seek to eliminate biased algorithms.

Algorithms can be written without bias, but it is imperative that the programmer is aware of the possibility to avoid unintentionally building applications that include pre-existing social biases. In order for students to recognize bias in algorithms or datasets, they must first be aware of the possibility for bias. We propose a way to introduce awareness of cultural diversity/bias in algorithms in introductory computer science classes. Introductory classes usually focus on programming design, logic, and syntax. These classes may also introduce the concepts of security and testing. We describe a non-threatening assignment to promote the awareness of cultural bias to students.

Learning Objectives of the assignment:

- Promote awareness of the potential for cultural bias in programming algorithms.
- Promote awareness of the individual and societal impacts of cultural bias in programming algorithms.
- Promote awareness of the need to identify and mitigate cultural bias during program design, implementation, and testing.
- Encourage questioning of the integrity and inclusiveness of algorithms.

We review the completed assignments and present a future study to assess the effectiveness of this intervention.

2 Background

Research has identified that bias exists in algorithms of various areas of computing. Social media such as Twitter, dating apps, and Facebook use some form of recommender systems that learn from data to predict behavioral patterns.
However, various biases have been modeled by developers in the algorithm to influence the pattern [3]. Bias has been found in application algorithms used in hiring [7, 8], credit scoring [10], facial recognition [6], and medical treatment [15]. Pedestrian detection algorithms used in mobile robotics, such as autonomous vehicles, can result in devastating results if bias is not considered. A study using INRIA/Caltech datasets for evaluation of pedestrian detection showed a clear bias with children and women having higher miss rates. That is, when presented with pictures of women and children pedestrians, the algorithm ‘ignored’ them [4].

In April 2016, IEEE Standards Association (IEEE-SA) launched the IEEE Global Initiative on Ethics for Autonomous and Intelligent Systems (A/IS) [17]. The initiative published “Ethically Aligned Design: A Vision for Prioritizing Human Well-being with Autonomous and Intelligent Systems[18] with the goal of beginning a discussion to align technology with values and principles that promote a more balanced view of human well-being in a given cultural context[12]. Also, a set of eleven groups were established to create the IEEE P70xx series of ethics standards and certification programs for A/IS. IEEE P7003 is the standard currently under development for Algorithmic Bias Considerations. The purpose of IEEE P7003 is to describe specific methodologies that assist in identifying and mitigating negative bias in algorithms. Where “negative bias infers the usage of overly subjective or uniformed data sets or information known to be inconsistent with legislation concerning certain protected characteristics (such as race, gender, sexuality, etc.); or with instances of bias against groups not necessarily protected explicitly by legislation, but otherwise diminishing stakeholder or user well-being and for which there are good reasons to be considered inappropriate” [1].

ACM Public Policy Council has issued a statement on Algorithmic Transparency and Accountability [16]. The council proposed that the opaqueness of some algorithms makes it difficult to assert whether outcomes are correct, erroneous, or biased. This policy identifies 7 principles for Algorithmic Transparency and Accounting. The first is “Awareness”. Designers and programmers should be aware of possible biases in the algorithms, datasets, and testing mechanisms.

3 Assignment Description

We devised an assignment to introduce students to the idea of bias in algorithms. We wanted the assignment to be simple and non-threatening and one that would not take away from essential and required material. We chose to require students to write a reflective paper about algorithmic bias. The assignment was given the week of the midterm. No other submissions were required
for that week; the week consisted of review, the paper, and the midterm.

The assignment was introduced with two different examples: (1) An example of algorithmic bias in facial recognition applications: Camera input tracking on computers was developed in the early 1990s. The motion-tracking software uses artificial intelligence algorithms to detect a face. Once it finds the face it can follow that face around within the video stream. As the technology became more affordable, more people began to use it. The problems of algorithmic bias in the device were found by customers as seen in the YouTube video [22]. This shows a computer tracking camera following a white woman but failing to follow the face of her black colleague. The students were also given an article summarizing the result of testing face recognition algorithms by the US National Institute of Standards (NIST) [9]. Some powerful results of that study include:

- For one-to-one matching, most systems had a higher rate of false-positive matches for Asian and African American faces over Caucasian faces, sometimes by a factor of 10 or even 100. In other words, they were more likely to find a match when there wasn’t one.
- This changed for face recognition algorithms developed in Asian countries, which produced very little difference in false-positives between Asian and Caucasian faces.
- Algorithms developed in the US were all consistently bad at matching Asian, African American, and Native American faces. Native Americans suffered the highest false-positive rates.
- One-to-many matching, systems had the worst false-positive rates for African American women, which puts this population at the risk of being falsely accused of a crime.

(2) An example of algorithmic bias in popular digital assistants: Bilingual cultures are not incorporated in many algorithmic-user centric products. Personnel digital assistants may not be able to recognize certain dialects. The students are shown a video of his phone not being able to understand a man asking to create a reminder. The man’s Scottish accent is not recognized by the device [14]. The students are given an article by Wong which shows that “while a white American male has a 92% accuracy rate when it comes to being understood by a voice-enabled assistant, a white American female has a 79% accuracy rate. A mixed-race American woman only has a 69% chance of being understood” [21].

Students are then presented with five different scenarios of algorithmic bias. Students were required to submit a reflection on only one of the scenarios, answering the following questions:

- Describe the problem
• How could this problem make someone feel? How did it make you feel?
• What problems does this demonstrate or promote through society?
• What harm is there?
• Without writing code, suggest a way to address the problem with this algorithm

Students’ reflection was accepted as either a 2-page paper or a 2-3 minute video. The intent of the assignment was not to evaluate a composition or video but to have the student seriously think of the scenario and relate it to their experiences. A summary of the scenarios presented to the students follows:

Scenario 1. Online screening applications: The recruitment algorithms sampled from historical data that overlooks underrepresented applicants

Scenario 2. Cultural Bias in Search Engine Algorithms: Use two or three search engines to search one of your identifying characteristics (gender, race, height, job, birthplace, or some other aspect about yourself).

Scenario 3. Algorithms that require a change in your name: Most of our applications that require names do not accommodate this cultural difference.

Scenario 4. Bias in criminal justice algorithms: In our court system, judges use algorithms to help decide whether defendants will be detained or released while awaiting trial.

Scenario 5. Bias in training datasets: Datasets used to test AI and other applications can affect the ethics of the algorithms tested.

The assignments were evaluated as to how the students used the reflective process. We considered descriptive reflection and dialogic reflection as described by Hatton and Smith [22]:

1. Descriptive: This is not reflection, but simply describes events that occurred with no attempt to describe ‘why.’
2. Dialogic Reflection: Reflection as a personal dialogue involving questioning things, considering alternatives, etc. Examples include "I wonder..., what if..., perhaps..." types of statements.

4 Review of Assignment Submissions

The assignment was a requirement of an introductory CS course. Students in the class have a variety of programming experiences that include high school
programming course(s), college programming course, no programming experience but math that includes some calculus. The data collected is from 2 semesters, Fall 2020 and Spring 2021. It should be noted that this assignment was given during the Covid Pandemic. The assignment was required of a total of 83 students as a part of the course. 60 students completed the assignment. Table 1 shows the number of students that completed each scenario with the most students completing scenario 2, Cultural Bias in a Search Engine.

Here is an example Table 1. Note that each table or figure must have a title as our style requirement.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fall 2021</th>
<th>Spring 2020</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>14</td>
<td>9</td>
<td>23</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>7</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>2</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Scenario 5</td>
<td>4</td>
<td>6</td>
<td>10</td>
</tr>
</tbody>
</table>

Scenarios were selected from researched articles and suggested from interviews with colleagues. Note that the actual wording for the assignment may come directly from the source. The source is cited in the assignment given.

4.1 Scenario 1: Online recruitment applications

This scenario was taken from article [19]. Actual wording of the assignment: The Amazon recruitment algorithm revealed a similar trajectory when men were the benchmark for professional “fit,” resulting in female applicants and their attributes being downgraded. These historical realities often find their way into the algorithm’s development and execution, and they are exacerbated by the lack of diversity that exists within the computer and data science fields. Further, human biases can be reinforced and perpetuated without the user’s knowledge. For example, African Americans who are primarily the target for high-interest credit card options might find themselves clicking on this type of ad without realizing that they will continue to receive such predatory online suggestions. In this and other cases, the algorithm may never accumulate counter-factual ad suggestions (e.g., lower-interest credit options) that the consumer could be eligible for and prefer. Thus, it is important for algorithm designers and operators to watch for such potential negative feedback loops that cause an algorithm to become increasingly biased over time. Observations and selected student quotes
• "Being discriminated against, albeit unintentionally via an unfortunate algorithm, would still make anyone feel degraded."
• "People may see the harm of unintentional discrimination in such a scenario as this, but they may not see the effects that the discrimination might influence later."
• "Algorithms like this are very harmful and can make people feel less valuable."
• AI is not naturally biased but simply projects the biases of its programmers through its program.

Enhancements for the future: Some students read ‘Amazon’ and immediately thought of the recommender engine of the website. They reflected on how the recommender system is biased. The scenario can be updated to more clearly state that reflection on algorithms that screen data.

4.2 Scenario 2: Cultural Bias in Search Engine Algorithms

This scenario was suggested by the Assistant Dean for Diversity, Engagement, & Inclusive Excellence at Winthrop University. This was the most popular scenario selected. Actual wording of the assignment: *Use two or three search engines to search one of your identifying characteristics (gender, race, height, job, birthplace . . . . .). What did you find? Are the suggested links what you would have picked for yourself? How does this make you feel? What problems does this search algorithm demonstrate or promote? How would you change the results?* Observations and selected student quotes: The submissions for this assignment were the most personal. While this may have been the ‘easiest’ assignment, students took it seriously. The option for a video allowed for very genuine responses.

• An African American woman looked up ‘cute hair’. This resulted in a plethora of images of Caucasian women and hairstyles. Since her hair did not grow like that, she concluded that the message from the search engine was that it did not find her type of hair ‘cute’.
• A young woman looked up ‘bi-racial woman’. She was taken to sites about violence against biracial women and others that referenced “what are you?” question often asked of bi-racial persons. She opened up about her feelings and ended her video saying “This was definitely an interesting assignment, I never actually looked this up. It enlightened me.”

Enhancements for the future: Searches for generic attributes, men, women, height, did not lead to interesting results. The assignment could change to suggest the student search for a ‘unique’ characteristic.
4.3 Scenario 3: Algorithms that require a change in your name

This scenario was suggested by a colleague who has dealt with the problem. Actual wording of the assignment: Like many cultures, last names of Spanish origin are derived from family names, place names, descriptive names, or names of occupations. Spanish names, however, don’t always follow a linear path. A person, for example, may have two last names, one from their mother and one from their father. Their children may take two last names from their father and one from their mother. A woman may take only her mother’s surname. Most of our applications that require names do not accommodate this cultural difference. How do you think that makes people feel? Should we require them to change their name by adding a hyphen? Is that saying, "your name is a user error"? What does this do to someone or a culture? What harm is there? Selected quotes from student responses:

- Students are more used to this problem. They talked more about how to fix it by explaining and requiring the human to adjust “It’s just a computer and there is only so much it can do”.
- “The problem that I see is that the algorithm is requiring some people to forego some identifying characteristic of who they are in order to give themselves a fair chance at some opportunity.”
- “It is very unlikely that program errors like this are intended to exclude [polyonymous] (as this would definitely hurt both the PR and overall application acceptance rate of companies), but it still very much is an issue that needs to be addressed. As long as problems like these go unfixed, more and more similar issues will arise and cast companies with good intentions in a negative light.”
- "I feel like it needs to be more understandable. Coming from a Hindu background, I don’t have a middle name, and parents have different last names. I guess it is something that as a professional, you should consider this."

4.4 Scenario 4: Bias in criminal justice algorithms

This scenario was taken from articles [[19],[5], and [11]]. Actual wording of the assignment: Northpointe, the firm that sells the algorithm’s outputs, offers evidence to refute such claims and argues that wrong metrics are being used to assess fairness in the product. The algorithm assigns a risk score to a defendant’s likelihood to commit a future offense, relying on the voluminous data available on arrest records, defendant demographics, and other variables. Compared to whites who were equally likely to re-offend, African Americans were more likely to be assigned a higher risk score, resulting in longer periods of
detention while awaiting trial. The COMPAS (Correctional Offender Management Profiling for Alternative Sanctions) algorithm, which is used by judges to predict whether defendants should be detained or released on bail pending trial, was found to be biased against African Americans, according to a report from ProPublica [[19],[5], and [11]]..

Selected quotes and paraphrased responses from student responses:

- "The best way to get through this is to fix up the algorithm within the program, so that it is fairly able to make its calculations no matter what the skin tone of the person. Maybe even just destroying the current and rewriting it all together from scratch, maybe with bringing in all different type of computer programmers."
- What I find interesting is whether the data is skewed or not skewed. Because data doesn't tell you everything.

4.5 Scenario 5: Bias in training datasets

This scenario was taken from article [13]. MIT created a dataset library in 2008 open to the public to train various applications. It is, essentially, a huge collection of photos with labels describing what’s in the pictures, all of which can be fed into neural networks to teach them to associate patterns in photos with descriptive labels. A problem occurred when the dataset became corrupted and was not monitored. As such it trained various applications before the error was caught. Actual wording of the assignment: The training set, built by the university, has been used to teach machine-learning models to automatically identify and list the people and objects depicted in still images. For example, if you show one of these systems a photo of a park, it might tell you about the children, adults, pets, picnic spreads, grass, and trees present in the snap. Thanks to MIT’s cavalier approach when assembling its training set, though, these systems may also label women as whores or bitches, and Black and Asian people with derogatory language. The database also contained close-up pictures of female genitalia labeled with the C-word. Applications, websites, and other products relying on neural networks trained using MIT’s dataset may therefore end up using these terms when analyzing photographs and camera footage. The problematic training library was created in 2008 to help produce advanced object-detection techniques. It is, essentially, a huge collection of photos with labels describing what’s in the pictures, all of which can be fed into neural networks to teach them to associate patterns in photos with descriptive labels. So, when a trained neural network is shown a bike, it can accurately predict a bike is present in the snap. It’s called Tiny Images because the pictures in the library are small enough for computer-vision algorithms in the late-2000s and early-2010s to digest [13]. Selected quotes and paraphrased responses from
student responses:

- "This, of course, could create a negative or dejected feeling imposed on people. Humans certainly do not like it when others call each other derogatory terms, so having an AI do it would certainly not be any better. It could create some reinforcement that using these terms and their meaning could be constructed as socially acceptable. Given the current climate of trying to escape the previous environment of sexism and racism, this could cause prevention of achieving that goal soon."
- "It is disheartening to see people input derogatory items in the training set used for application that programmers work so hard to create. It is important to collaborate to manage and watch the input to these training sets."
- "The harm these incorrect and derogatory descriptions can cause is severe. ImageNet can misclassify people (especially minorities) as things they are not. On the severe end, this could lead to wrongful arrests which can have ripple effects across the economic and social status of minority groups. Less minor yet more widespread, this data set could cause inconveniences due to incorrect labeling in contactless shopping experiences (e.g. Amazon Go) and misidentify people in augmented reality applications."

5 Future Work

The goal of presenting this assignment to introductory-level students was simply to make them aware of the problem of algorithmic bias without taking too much time from the existing required syllabus. We are working on a survey to give the students after the course to understand if they think more about algorithmic bias. Have they noticed it in their daily work or have the checked for it in datasets given by the professors or in how they managed input in their assignments. Improve how the assignment is presented and how the students should approach a reflective paper. It is important to provide some additional direction. Update the questions the students should address:

- Describe the problem
- How could this problem make someone feel? How did it make you feel?
- How could this problem negatively affect an individual’s life?
- What negative effects could this problem have on society?
- Without writing code, suggest a way to address the problem with this algorithm

Consider embedding algorithmic bias in other courses in the curriculum.
6 Conclusion

Ethics should be a core subject for the computer science field. It should begin at the earliest possible course and continue through the curriculum [2]. Ethics guide our understanding of what is right and affects our behavior. Algorithms can reflect the implicit bias and parochial cultural awareness of the humans writing or testing the algorithms. As such, they affect the behavior of the algorithm and may exhibit algorithmic bias. Awareness of this possibility is key in the effort to remove algorithmic bias.
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Abstract

In this paper, we propose an architecture to enable third party applications within the popular home automation environment. Our claim is that the functionality of these popular smart platforms can be improved by enabling third party applications, such as situation-aware decision making. We show how third-party applications may support home automation systems to respond to complex environmental changes. Our research team implemented a proof-of-concept prototype system to demonstrate how home automation applications can interact with logic reasoners to support dynamic system policies. Our implementation was built using the open source Home Assistant platform and the Protégé-OWL reasoner. Our theoretical results include threat modeling, development of use and misuse cases for smart home environment, support for data exchange between the home automation system and the reasoner, and the development of dynamic policy support.
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1 Introduction

The development of technologies and infrastructure to support the Internet of Things (IoT) [12] impacts our everyday lives. Smart manufacturing, smart cities, and smart environments, built on these IoT technologies, are some of the examples of recent development efforts. Smart home environments [8, 2], where home owners can integrate and control multiple devices via wireless connections, have gained popularity during the last decade. Home Assistant [1], ioBroker [9], Domoticz [6], and openHAB [16] are some of the popular open source home automation systems.

Along with the development of smart systems, cybersecurity and privacy threats have emerged. Home Automation applications often lack the functionalities to protect sensitive data collected by the application. Moreover, they lack the capability to adopt the application policy based on changes in the environment. For example, during emergency the smart environment may want to respond differently than during normal operation. Consider the case when there is a medical emergency. In addition to the 911 alert, the smart home may want to initiate new actions, such as unlocking the entry doors to allow easy access for the first responders and contacting the home owner’s medical provider. Clearly, such actions should not occur if there is no emergency. Current home automation systems do not support such advanced functionalities.

In this paper we aim to demonstrate the need to extend the current functionalities of home automation systems and to show how this can be achieved. We argue, that the best approach to support these advanced functionalities is by enabling third-party applications within the home automation environment. Such applications can support user-centric and dynamic requirements as well as address the specific safety, cybersecurity, and privacy needs of the home automation environment. Moreover, multiple home automation systems can integrate these third-party applications.

The main contributions of our work are: 1) We recommended an architecture to enhance current home automation technologies to meet the needs of end-users. Our approach is extensible and scalable and can be seamlessly integrated with the technologies used to develop IoT applications. 2) We have developed a flexible and scalable data exchange schema, using Extensible Markup Language (XML) [18], to facilitate secure and interoperable data sharing between the home automation system and the third party applications. 3) We have implemented a proof-of-concept system to support dynamic and situation-aware decision making for home automation. 4) We have shown that modeling potential threats against the home automation context may allow the discovery of new use cases and non-traditional functionality of the home automation environment. The uniqueness of our work is that we were able to control the behavior of the home automation system based on the situation de-
cision derived by the Protégé reasoner. Such enhancement of smart platforms are critical in supporting complex requirements for owners with special needs, such as disabilities or aging in place.

The organization of the paper is as follows: In Section 2 we give an overview of the proposed system, the Home Assistant, and the Protégé reasoner. In Section 3 we describe the advantages of use and misuse cases and demonstrate their use via a specific example. In Section 4 we present the use of Protégé to derive situation-aware decisions. In Section 5 we discuss our approach for bi-directional data sharing between the Home Assistant and the Protégé reasoner. Finally, we conclude and discuss our ongoing work in Section 6.

2 System Architecture

Smart home automation systems aim to allow home owners to seamlessly integrate multiple devices. Typical functionalities provided by home automation systems include fire and carbon monoxide monitoring, remote control of lights, thermostats, and smart appliances; security systems and cameras; real-time alerts; and integration with smart platforms (e.g., Alexa, Siri, Google Home). Some of the home automation systems also support data analysis to help data-driven decision making. However, current home automation systems fall short in incorporating the achievements of the situation-aware decision making research or to allow easy plug-in third party applications.

2.1 System Overview

In this paper we present a local architecture for extending the popular home automation systems with third party applications. Figure 1 shows the system overview for our application. Note, in Section 6 we discuss our ongoing effort to extend this architecture to cloud computing platforms, such as Microsoft Azure [13], to provide real-time support.

The current implementation focuses on connecting Home Assistant, an open source home automation system, with a Protégé-OWL reasoner. The current proof-of-concept implementation is based on using local communication between Home Assistant and the reasoner. Device data from Home Assistant is converted to XML format and pushed to the reasoner. The result from the reasoner is sent back in XML format to be inserted to the Home Assistant database. Based on the received feedback from the reasoner, Home Assistant carries out the appropriate actions.

The advantage of decoupling the reasoner from the Home Assistant application is that our approach can also be used with other home automation software. The data exchange schema is based on data semantics and independent from local data models. The same schema can support other home
automation platforms with mapping their data models to the data exchange format.

2.2 Home Assistant Overview

Home Assistant is a free and open source software platform that can be used for integrating IoT devices in a home network. It has a web user interface that can be used as a central system for controlling the devices in the home IoT network. The Home Assistant Operating System can be installed on various platforms. After the installation, the user creates an owner account with administrator privileges. Next, the Home Assistant shows the discovered devices in the network and provides the interface for integrating these devices. The user then can write automation rules based on triggering of an event (e.g., "Turn the porch light off at sunrise"), or based on user detection (e.g., "Turn the front door light on when user Alex enters the house").

2.3 Context and Situation-Aware Reasoning

Context-aware decision support has been studied extensively in the context of access control policies [5, 10, 14]. Weather, location, fire, computer network, and user security clearances are examples of contextual information. Context-Aware Access Control proposes a flexible and dynamic access control which can adapt to specific context characteristics. During the last decade, situation-aware security approaches were developed to address the dynamic and ad-hoc nature of IoT networks [19, 3, 17, 4]. These efforts aim to extend the security capabilities to identify situations and adopt the appropriate policy accordingly. Semantics-based data integration and ontological reasoning are the backbone of these approaches. Despite the achievements of the situational-aware security researchers, these technologies are not sufficiently incorporated in smart home environment. The closest to our work is by Chen et al. [3]. The authors address the specific needs in smart home environment, focusing of assisted living. Our primary focus on the security, safety, and privacy of smart homes, in particular, in the context of home automation systems.

3 Use Cases and Misuse Cases

Use cases are widely used to model functional requirements is software and system engineering. Uses cases allow the developers to analyze how the system is planned to be used and who are the intended actors. Actors may be human users of external systems or events. During the last couple of decades, the concept of misuse cases (or abuse cases) have been developed. Misuse cases allow the developers to to analyze negative scenarios and define how the system
should behave under such circumstances (see Figure 2 for a representative example on misuse cases). Misuse cases impact the use cases and often lead to new functionality requirements. Modelling potential threats against the system has been shown to increase the security, safety, and reliability of such systems.

Understanding threats against the smart home environment is crucial. Most of the research and development efforts focused on the security and privacy threats against the underlying technologies and infrastructure (see [15] for an overview). More recently, researchers addressed the threat against smart home environment from the behavioral aspect of the malicious users, e.g., insiders’ misuse of the technology [11].

Our aim is to discovers new use cases based on understanding both technical and behavioral threats. For example, consider the use case of providing fire safety for a smart home. The interleaved use case and misuse case diagrams are presented in Figure 2.

The main actors are the home owner (intended user); the house fire, and the hearing impairment of the home owner (malicious actors). The house fire threatens the safety of the house and the owners. The sound of the fire alarm mitigates the threat by alerting the home owner to the threat; so the owner could leave the house and call 911. However, if the home owner is hearing impaired, the alarm may go unnoticed, thus threatening the effect of the fire alarm. To mitigate this threat, we extended the home automation system to turn on the light and signal the Morse code for S.O.S. signal repeatedly. The three short, three long, and three short signal sequence is universally known to indicate a crisis situation. By projecting S.O.S., the home automation system would alert the home owner, as well as external observers for the crisis.
4 Protégé Reasoner

We implemented our dynamic policy reasoner using Protégé[7] and Semantic Web Rule Language (SWRL). Protégé is an open-source ontology tool for Web Ontology Language (OWL) development. It provides various functionalities such as creating, modifying, reasoning, querying, and visualizing an ontology. SWRL can enhance reasoning capabilities of OWL by providing a rule language.

Figure 3 shows a simplified temperature reasoner ontology. We used this simplified ontology to derive the current situation based on the observed temperature. Consider the following examples where the room temperature indicates normal, caution, or emergency situations.

**SWRL rule 1.** If the observed temperature at any given locations and time is between 70 to 80 degrees Fahrenheit, the temperature status is Normal.

\[
\text{Observation}(?x) \land \text{hasResult}(?x, ?y) \land \text{hasTemperature}(?y, ?r) \land \text{hasUnit}(?y, "\text{Fahrenheit}")
\]
\[
\land \text{swrlb:lessThan}(?r, 80) \land \text{swrlb:greaterThanOrEqual}(?r, 70)
\rightarrow
\text{SystemStatus}(	ext{CurrentTemperatureStatus}) \land \text{hasStatus}(	ext{CurrentTemperatureStatus}, \text{Normal})
\]

**SWRL rule 2.** If the observed temperature at any given locations and time is between 80 to 120 degrees Fahrenheit, the temperature status is Caution.

\[
\text{Observation}(?x) \land \text{hasResult}(?x, ?y) \land \text{hasTemperature}(?y, ?r) \land \text{hasUnit}(?y, "\text{Fahrenheit}")
\]
\[
\land \text{swrlb:lessThan}(?r, 120) \land \text{swrlb:greaterThanOrEqual}(?r, 80)
\rightarrow
\text{SystemStatus}(	ext{CurrentTemperatureStatus}) \land \text{hasStatus}(	ext{CurrentTemperatureStatus}, \text{Caution})
\]

**SWRL rule 3.** If the observed temperature at any given locations and time is more than 120 degrees Fahrenheit, the temperature status is Emergency.

\[
\text{Observation}(?x) \land \text{hasResult}(?x, ?y) \land \text{hasTemperature}(?y, ?r) \land \text{hasUnit}(?y, "\text{Fahrenheit}")
\]
\[
\land \text{swrlb:greaterThanOrEqual}(?r, 120) \rightarrow \text{SystemStatus}(	ext{CurrentTemperatureStatus})
\land \text{hasStatus}(	ext{CurrentTemperatureStatus}, \text{Emergency})
\]

We use the temperature status (conclusions of the SWRL rules) to derive situational information. These conclusions trigger state changes in our finite-state machine in Figure 4. We derive four situations; normal, system malfunction, extreme heat, and fire.

**Situation: Normal.** The temperature status is normal. The system resumes normal operation and waits for the next observation.

**Situation: Fire.** If the temperature status changes rapidly from normal to emergency temperature. The system can derive that the fire occurs. The emergency procedures will be followed such as raising the alarm, calling the fire service, and activating water sprinklers. Note, that after reaching this situation state, the state will have to be changed manually by the system administrator to ensure that the emergency situation is resolved.

**Situation: System Malfunction.** If the temperature status changes slowly from normal to caution temperature. The system can derive that there
is a potential malfunction in the temperature control system. The maintenance should be requested to fix the issue. The system submits the alert and waits for the next observation to update the situation. The situation can return to normal after the malfunction is fixed and temperature status returns to normal.

**Situation: Extreme Heat.** If the temperature status changes slowly from caution to emergency temperature. The system can derive that there is a potential health hazard from built-up heat. To avoid heat stress, all people in the area should be evacuated. Note, that after reaching this situation state, the state will have to be changed manually by the system administrator to ensure that the emergency situation is resolved.

## 5 Home Assistant Data Model and Data Sharing

In this section we review the database schema supported by the Home Assistant and our proposed data sharing.

### 5.1 Home Assistant Data Model

Figure 5 shows the high-level overview of the database that stores the device data and control information of Home Assistant. Detailed information about the data structure and user support to query the database is available at the Home Assistant’s website [1]. Our research team used the data model to answer the following two specific questions: 1) How to retrieve data that is needed for the Protégé decision making? 2) How to store the result from the reasoner such that the appropriate automation is carried out?
The Home Assistant’s database contains four tables: Events, States, Recorder Runs, and Schema Changes. The most important one is the events table. Everything that "happens" in Home Assistant is represented as an event. Each event has an unique ID, type, data, and other attributes such as context. The context is used to tie events and states together. Whenever an automation or user interaction triggers a new change, a new context is created. This new context is attached to all events and states that occur as the result of the change. States are representations of Entities in Home Assistant. Each entity is a certain function of a device. For example, a motion sensor is one device with three entities: motion, temperature, and light. Each entity has a state such as on/off associated with it. States have an unique state id, the event id that changed the state, and certain attributes that reveal extra state data about the entity. The value last changed is the last time the state changed, whereas last updated is the last time the state was checked, but not necessarily changed. A schema change is an event that changes the database schema. This can happen when an integration for a sensor platform is added. This allows certain data to be added and available. The recorder is responsible for storing all the data. Each time Home Assistant starts, the recorder starts a new recorder run. A run is finished when Home Assistant gracefully shuts down or is restarted.

5.2 Home Assistant and Protégé Data Sharing

Home Assistant supports built in functionalities as well as provides the capability to code additional functionalities. To facilitate data exchange between the Home Assistant platform and the reasoner, we developed an XML schema for data sharing. This approach allows to extend the data sharing for future applications as well as supported by most computing platforms. XML has been used to support data sharing among heterogeneous data sources. Figure 6 outlines how the data is extracted from the Home Assistant database, converted to the XML schema, and shared with the reasoner. Similarly, the decision
reached by the reasoner is converted to the XML format, and incorporated in
the Home Assistant database.

Figure 6: Communication between Home Assistant and Protégé via XML

To get data from Protégé to Home Assistant, we converted the CSV file
that was exported by Protégé. We used basic bash commands to create a
script that got the emergency status and the location of the emergency. To
represent the decision data, a state was created within the Home Assistant
system that contained the hazard status (normal/emergency), hazard location
(bedroom, kitchen, etc.), and the hazard type (fire, burglar, etc.). To push the
data, simple REST API calls were made. To monitor for emergency scenario,
we implemented a Home Assistant script to monitor the state containing the
Protégé decision. In case the hazard status changed to emergency, Home As-
Assistant sat the emergency flag and ran the corresponding automation. In our
fire emergency scenario, this automation is the repeated flashing of the S.O.S.
light signals.

6 Conclusions and Future Work

In this paper, we proposed a local system architecture to support the exten-
sion of home automation systems with third party applications. We argued
that such extensions would enhance the functionality of the home automa-
tion environment. In particular, we focused on supporting semantics-based
data sharing and dynamic policy support. We proposed the use of XML data
exchange format to allow interoperation and make our proposed approach ap-
licable to a variety of home automation systems. We also demonstrated that
our reasoner was able to derive situation-aware information from the device
data. This information, when received by Home Assistant, lead to the desired
activity, i.e., the signalling of the S.O.S. Morse code via smart light bulbs. The
uniqueness of our work is that we were able to control the behavior of the home
automation system based on the situation decision derived by the Protégé rea-
soner. Such enhancement of smart platforms are critical in supporting complex requirements for owners with disabilities.

The main limitation of our current results is that the current system is implemented locally. The communication between the home automation system and the Protégé reasoner is based on push/pull of the messages. This is clearly is not optimal for real-time support or to support multiple third party applications. Our ongoing work focuses on a cloud-based solution. Our initial design is to upload the device data to a cloud data-lake. This data-lake will supply the third party applications. Using the cloud-based solution will also enable the use of additional applications, such as public services and data analytics. Moreover, it will provide a centralized and consistent enforcement of data security and privacy needs.
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Abstract

The COVID-19 pandemic has abruptly affected our lives in so many ways. This paper presents our observations and comparisons between virtual and onsite (face-to-face) implementations of a STEM outreach event that targets female minorities and low-income families. This STEM outreach event has been facilitated through the S3 (Super Saturday Series) faculty led committee at Georgia Gwinnett College (GGC). The aim is to determine if the online STEM event, which teaches programming, chemistry, and biology, can be as effective as the onsite event, that uses interactive, hands-on workshops to teach the same skills. Data analysis indicates no significant difference in event effectiveness; however, the paper discusses alarming enrollment and attendance issues and highlights important challenges related to the limitations of designing and delivering an online STEM workshop.

1 Introduction

Gender gaps continue to be high among the top sought-after, fastest growing and highest-paid jobs in STEM, especially in computer science and engineering.
For example, in 2019, data from the Census Bureaus’ American Community Survey (ACS) shows that women filled 48% of all U.S. jobs but held only 27% of STEM jobs. Therefore, increasing the number of women in STEM becomes a mandate for U.S. higher education. Unfortunately, despite the continued efforts to increase diversity in STEM, the gender gap persists in the U.S. and across the world. This gap is fueled by stereotypes that women lack the ability and talent to perform well in science and technology.

In recent years, there have been substantial efforts aimed at gaining a better understanding of the factors that drive women away from STEM. The literature documents multiple barriers for women in STEM including gender bias, a climate of intimidation, perception of STEM as an inclusive environment for men and women, and discrimination in a typically male-dominated workplace. For example, an experimental work concluded that gender bias exposure produces a gap in STEM engagement as it decreases the interests and sense of belonging among women. In addition, women often feel isolated due to the lack of female peers, mentors, and role models.

Research has also indicated that female representation in STEM can be enhanced through educational institutions and departments by offering formal and informal STEM interaction opportunities. These forms of learning experiences promote positive attitudes and engage women in science and technology. In addition, the middle and high school years are a critical time when STEM exposure could influence careers for women in STEM. For example, the Girls Who Code program at Columbia University School of Engineering aims to close the gender gap in technology and engineering by running programming classes during the school year for female participants.

However, the COVID-19 pandemic has brought significant disruption to education. It led to learning losses, decrease in student engagement, and an increase in inequality. For instance, alarming emerging evidence found learning loss to be higher among students from low-income families that have limited access to technology. In the absence of intervention, this learning loss could lead to fewer opportunities for minorities.

In this paper, we provide a comparison between the onsite (face-to-face) and online STEM outreach implementations and their effectiveness on female participants. Our research questions can be categorized into two groups: enrollment/attendance questions and event effectiveness/engagement questions. In addition, we share our findings on how the pandemic influenced the STEM event’s design and delivery as well as its demographics.
2 Background

Georgia Gwinnett College (GGC) is located about 35 miles of Atlanta in Gwinnett County, the most ethnically diverse county in Georgia. As metro Atlanta’s leading hub for technology, bio-science, and innovative companies, Gwinnett has a strong need for tech-savvy professionals. Unfortunately, many women shy away from science and computing careers (e.g., only 19% of the IT majors at GGC are female as of 2019). To reverse this trend, GGC started the Super Saturday Series (S3) STEM initiative to excite girls about STEM early on in their education. Informal learning experiences like camps and extracurricular STEM activities can play a pivotal role in encouraging middle and high school students, especially females and those from underrepresented groups, to choose STEM careers.

S3 was originally established in 2011 with funding from the AAUW (American Association of University Women). The goal of S3 is to offer year-long, low-fee STEM programs aimed at increasing the number of women active in STEM through middle and high school. The program features an all day workshop held on GGC’s campus with interactive hands-on technology, chemistry and biology activities. The event also features female professional guest speakers, on-campus dining, and demonstrations. All workshops are prepared and led by GGC faculty from the School of Science and Technology and student volunteers. Participants are exposed to problem solving, the scientific method and critical thinking skills with a focus on building confidence.

3 Methodology

3.1 Program Structure

Onsite S3 event structure: A typical S3 event starts at 8am and ends at 4pm. The event has the following layout: check in, delivery of pre survey, an introduction to the program, a programming activity, a chemistry activity, lunch, a professional guest speaker, networking, a biology activity, delivery of post survey, and dismissal.

Online S3 event structure: In order to facilitate an online event, we designed separate workshops over a 3 week period to cover specific topics in STEM. Each workshop lasted between 1 to 2 hours and had the following layout: join online, delivery of pre survey, provide an overview of the workshop, guide the students through the workshop, and delivery of post survey.
3.2 Workshop Design

Onsite S3 workshop design: The STEM workshops are designed to be highly interactive and hands-on. For example, the programming workshops involve different touchable technologies like robots and manipulation devices. All devices are pre-configured and provided to participants during the workshop. Chemistry and biology activities are equally interactive. They are held in lab settings and involve a series of engaging science quests. All supplies are provided to participants at the time of the workshop.

Online S3 workshop design: All workshops had to be redesigned for online delivery and interaction. The programming workshops required participants to pre-install software in order to participate. The chemistry and biology workshops required a specific list of supplies.

3.3 Advertisement and Recruitment

Onsite S3 advertisement: Our biggest recruitment body is the local county school system, providing 93% of our participants. We reach out to principals and other STEM coordinators at local schools. We also advertise on our campus for students and faculty. We only charge $25, including lunch, to remain accessible to low-income families.

Online S3 advertisement: Our advertisement and recruitment efforts for the online event stayed the same during the pandemic. However, to encourage participation, we offered the event free of charge for the first time.

4 Results

Enrollment and attendance. Our first research question seeks to understand how enrollment varied before and during the pandemic. In this study, we differentiated between participants who enrolled and attended the event. We provide comparisons between event enrollment in spring and fall 2019 (onsite before the pandemic) and fall 2020 and spring 2021 workshops (online during the pandemic). As a side note, there was no spring 2020 event due to campus closure because of the COVID-19 pandemic.

Overall we saw a significant decline of 36% in S3 enrollment because of the pandemic. This was alarming as we had expected that the ease of online delivery and the free event would attract more participants. We further analyzed the number of enrolled vs attended participants. Historically, our onsite events have maintained an average of a 5% decrease between enrollment and attendance, as some participants do not show up on the day of the event. For our first online event in fall 2020, we noticed a decrease of 33% between enrollment and attendance. However, our spring 2021 event only had a decline of 9%.
We believe this is due to the fact that participants and their families started adjusting to online learning and had more access to technology.

**Demographics.** Our second research question seeks to understand the influence of the pandemic on event demographics. Figure 1a demonstrates diversity in onsite attendance that aligns with the S3 mission. Figure 1b shows a sudden shift in the online demographics to reflect a 51% decline of participation of women of color and a 33% decline of Hispanic/Latino participants.

**Event effectiveness.** Our third research question seeks to compare the effectiveness of our online versus onsite STEM outreach events. For that purpose, we administered pre and post surveys to participants. The surveys ask participants to rate themselves on a scale from strongly agree to strongly disagree in each of the STEM areas (programming, chemistry, and biology) over five categories: confidence in STEM abilities, perception of STEM, gender equality, interest in STEM, and family influence (pre)/motivation (post). Table 1 includes some sample questions from each category in the surveys.

We only consider the results of participants who completed both the pre and post surveys. Survey results from the onsite (spring and fall 2019) workshops are analyzed together, and the survey results from the online (fall 2020 and spring 2021) workshops are analyzed together.

**Onsite S3 event.** For the onsite event, 96 participants completed both the pre and post surveys and the results are shown in Figure 2. Four of the five categories were measured in both the pre and post surveys: confidence, perception, gender equality and interest. The results showed a 21% improvement in overall female confidence in STEM and a 44% improvement in their confidence in programming. Female perception of chemistry and biology stayed almost the same before and after the event. However, their perception of programming improved by 45%. While participants showed a high interest in STEM in the pre survey, their interests improved after the workshop, especially in programming which had an increase of 18%. Consistently, our participants showed that
Table 1: Sample Survey Questions

<table>
<thead>
<tr>
<th>Category</th>
<th>Sample Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Confidence</td>
<td>I can get good grades in biology.</td>
</tr>
<tr>
<td></td>
<td>I am confident with my abilities in programming.</td>
</tr>
<tr>
<td>Perception</td>
<td>Programming is hard.</td>
</tr>
<tr>
<td></td>
<td>Chemistry is boring.</td>
</tr>
<tr>
<td>Gender equality</td>
<td>Girls can do just as well as boys in programming.</td>
</tr>
<tr>
<td></td>
<td>There are many females who are excellent in chemistry.</td>
</tr>
<tr>
<td>Interest</td>
<td>I intend to take courses related to biology in the future.</td>
</tr>
<tr>
<td>Family influence</td>
<td>My family encourages me to experiment with chemistry.</td>
</tr>
<tr>
<td>Motivation</td>
<td>Now that I have attended the workshop, I am motivated to learn more about programming.</td>
</tr>
</tbody>
</table>

they had a strong sense of their equal abilities in STEM when compared to their male peers.

We only measured family influence in the pre survey because that metric would not be affected by our workshop. Results suggested that our female participants felt most encouraged by their families to learn biology while least encouraged to learn programming. In addition, we only looked at motivation in the post survey to analyze if our workshop motivated students to pursue additional STEM learning. Almost 80% of the participants showed interest in learning more about biology, 78% showed interest in chemistry, and 76% expressed additional interest in programming after the event. In addition, among the 96 analyzed participants, 99% indicated that they would recommend this STEM event to others.

By comparing the pre and post survey of the S3 onsite event, we conclude that the event was effective in improving female participants’ confidence, perception, and interest in STEM as well as maintaining their strong sense of gender equality.

**Online S3 event.** In this study, we identified 55 participants who participated in the STEM workshops (programming, chemistry, and biology) in fall 2020 and spring 2021. We analyzed their pre and post survey results for programming and chemistry. However, we did not report our results for the biology workshops because we did not have enough data. Our fall 2020 event
was cancelled and we only had 9 participants in spring 2021.

Programming workshops: We analyzed the results of 25 participants as shown in Figure 3a. The results suggest an improvement in confidence, perception, and interest in programming. However, in relation to gender equality, the female participants actually changed their mind after participating in the workshop. We saw a 6% decrease in the belief that girls can do just as well as boys in programming after attending the workshop. In addition to our previous 5 categories, we asked online participants about their perception of the online programming workshop in terms of enjoyment, engagement and benefit. Results are displayed in Figure 4a and illustrate an increase in all metrics.

Chemistry workshops: We analyzed the results of 21 participants as shown in Figure 3b. Results confirm the effectiveness of the workshop. Again, we asked additional questions regarding perception of enjoyment, engagement and benefit. Students showed consistent perception of enjoyment and engagement, but there was a slight decrease in benefit (5%) as shown in Figure 4b.

We compared the overall effectiveness of the event delivery format (onsite vs online), and saw no significant difference in confidence, perception and interest. However, we noticed a 15% difference in gender equality perception in the onsite verses online format of the programming workshops. This suggests that online
workshops negatively impact female confidence in their ability to program as compared to their male peers. 99% of the online participants indicated that they would recommend online workshops to their friends.

5 Discussion

While we found that online STEM events can be as effective as onsite, we are aware of limitations in our study. First, we acknowledge that our online study group is much smaller as compared to the onsite study group. Second, participants provided self-assessment data which could be under or overrated. Third, we did not ask specific questions about family income/parent education level in order to speculate about why our demographics shifted. However, this does not detract from the importance of our findings.

The main difficulties we faced during the pandemic were observed in enrollment/attendance and demographics and adjusting to online delivery.

**Enrollment/attendance and demographics.** Despite our efforts to recruit for the event, we were faced with our lowest ever attendance rate and a shift in our demographics during the pandemic. We believe this can be attributed to limited technology capacity among participants, screen fatigue, missing e-communications because of the overabundance of communications from schools and the change in the event’s structure. However, attendance improved slightly in spring 2021 as people started to adjust to online learning.

**Adjusting to online delivery.** We observed different obstacles for the online programming and chemistry sessions. For the fall 2020 programming workshop, participants needed to pre-install required software on their computing devices. However, many were using school provided computers and Chrome books with limited privileges and technical capacity, not allowing them to configure their devices. We did learn from this experience and designed our spring 2021 workshop so that it did not require any software installations. However, in both cases, there were still technical difficulties in trouble shooting partic-
ipants’ code. We contribute these obstacles to the 6% decrease in the gender equality metric that girls can do just as well as boys in programming. On the other hand, the biggest challenge for chemistry sessions was designing experiments that the participants could do at home with household items that were safe and commercially available. Although packets were prepared for the participants to pick up in advance, several families said they could not come to campus to pick up those items, causing them either to not attend the workshop (affecting our attendance rate) or to just watch (contributing to the 5% decline in benefit).

We believe the importance of this study shows the impact of the COVID-19 pandemic on STEM outreach among underrepresented female minorities. We acknowledge that participant engagement is higher for in-person sessions, especially for chemistry since they can be more hands-on when in a lab. However, should future need arise, our study shows that online outreach events can be effective if special consideration is taken for workshop design and delivery.

6 Future Work

We will continue to offer S3 in both formats. In addition, we would like to offer the workshops for both male and female participants to compare enrollment patterns and performance in STEM.
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1 Introduction

Cybersecurity is a field which continues to grow in scope, stature, and importance. Workforce development coalitions have formed around the world in attempts to address the increasing gap between cyber skilled talent and industry demand [3]. While academia seeks to do its part to address the gap, opportunities present themselves which might further align academic programs with the requirements of industry.

This research paper presents a study of 152 universities, the Cybersecurity programs offered, and support for those programs outside of the classroom. While curriculum would be a basic requirement for all programs, this study looks beyond the classroom environment for opportunities that can give students ‘hands-on’ experience with the tools, techniques, and concepts of cybersecurity. Further, it looks for ways in which students might build industry–relevant experience prior to completion of their degree.

The work of cyber analysts proves to be complex and challenging. To this point, the need for exposure to ‘real-world’ situations in which to develop skills is critical and must be introduced early [2]. The research in this paper suggests there is ample opportunity to improve on this approach across academic programs through experiential learning mechanisms and job experience components.

The following sections of this paper review extant theory and literature on experiential learning and cybersecurity industry–relevant frameworks pertaining to job experience. Approaches to addressing this theory and practice that are in use by the university programs from our data set are then broken down and discussed. The use of a Security Operations Center (SOC) as one tool for both experiential learning and job experience components is discussed in further detail as an example from the University of this paper’s authors. Experiential learning mechanisms are identified and categorized and the same is done for job experience mechanisms. Finally, conclusions are drawn, and some recommendations are made based on the findings of this research.

2 Literature and Theory

Experiential Learning: It is helpful, if not critical, to have a frame of reference and a framework for evaluating a support platform like experiential learning. The extant literature on experiential learning and theory was reviewed to find bases for analysis. The following are theories and guidance which were dominantly referenced or used as foundations for incremental theory.

Experiential Learning Theory (ELT) is defined as “the process of creating knowledge through experience” [9]. Experiential learning is also defined as
“learning through experience, discovery, and exploration” [5]. ELT focuses on the “process” of learning rather than the “outcome” of learning [13]. ELT has six essential pillars [1, 8]:

1. Students make the decisions and take the responsibility of the results. Students must receive feedback on the effectiveness of their decisions.
2. Students are engaged in a dynamic learning environment. The learning process enables the students to think critically, be creative, and come up with new ideas.
3. Students learn to cooperate and work with each other. The learning process helps students understand disagreement and reflect on the critical decisions.
4. Students learn to adapt to different situations. The learning process engages students intellectually, emotionally, and socially.
5. Students learn how to react to different outcomes. The learning process provides opportunities for the students to succeed, fail, or face uncertainty and helps them react appropriately.
6. Students learn to produce their personal knowledge. The learning process is dynamic and enables the students to experience the knowledge they need to learn.

Students who engage with experiential learning go through a five-stage process. In each of the following stages, they understand how to self-reflect, learn, and produce new knowledge [8]:

**Explore:** In this stage, the learning environment engages students in hands-on projects. Students learn what to “do” and how to “do” it. **Reflect:** In this stage, students study the results of the Explore stage and try to find out what happened during the Explore stage. The learning environment enables the students to share their knowledge and feelings with other students. **Analyze:** In this stage, the learning environment enables the students to share how they succeeded, the steps they took to address possible challenges, and how they would use their knowledge in future situations. **Generalize:** In this stage, students find real-world examples of their newly acquired knowledge. **Apply:** Students apply their new knowledge to the similar situations. The learning environment enables students to discuss the steps they would take in a possible similar future scenario.

Roberts, Conner, and Lynn Jones expanded the Kolb’s theory of experiential learning and developed a framework for engaging learners during study abroad programs [15]. They argue that the process of experiential learning needs to be applied at three stages:

**Before an experience:** Educators should prepare learners for the experience (pre-flection). At this stage, educators should focus on providing a safe
learning environment, assess the learners’ knowledge about the experience, and personalize the learning process for each learner. During an experience: Educators should design problem-solving activities and prepare the learners for reflection. At this stage, educators should personalize the activities to each learners’ learning speed. After an experience: Educators guide the learners through reflection process and provide feedback. At this stage, educators design post-experience activities that motivates the learners to discuss what they learned.

Dewey’s model of experiential learning has multiple stages that starts with the experience and ends with application [4]. Dewey believed that a “meaningful” and “concrete” experience is the result of an interaction between the learner and the learning environment [4]. Thus, he defined each step of his model as follows:

**Concrete Experience:** The interaction between the learner and the learning environment.

**Reflection:** The action(s) to solve the problem provided by the learning environment.

**Abstract Conceptualization:** Combining the newly generated knowledge from the experience with previous knowledge.

**Application:** Applying the new knowledge to the situations similar to the experience.

Itin developed Dewey’s model and proposed the Diamond Model in which the learner, the educator, and the learning environment interact with each other to create a meaningful experience [7]. The learning environment in Itin’s Diamond Model facilitates the transfer of information between the learner and the educator in both ways. Itin believed that simply providing real-world examples cannot promote the process of experiential learning. The learning environment must be designed to engage the learners and the educators intellectually, socially, emotionally, and physically.

**Job Experience:** The importance of job experience and its relevance to the field of cybersecurity has been an increasingly urgent topic of conversation. While this is true of many applied sciences, both the complexity and detailed skills needed for cybersecurity jobs make appear to escalate the need. Additionally, many employers will not consider a candidate that doesn’t have practice with the desired skills because they don’t have the time or resources for the steep learning curve that comes with many cybersecurity positions [10]. As a matter of practicality, and to add value to any cybersecurity academic program, providing job experience as part of the program will give graduates opportunities that might not otherwise have in the job market.

A popular way to accomplish this task is to have students participate in internships at positions of their chosen field, in this case cybersecurity. This may be desirable in that it takes the responsibility off of the academic institution. A challenge can be the supply of internships available. As mentioned previously, employers tend to lose interest in untrained talent. This can be a
hurdle that is difficult to overcome.

Providing work experience that is within the domain of the academic institution could be a solution to this limitation. This does not come without its own set of challenges, perhaps the largest of which would be assuring alignment between the provided activities and industry needs. Fortunately, there are frameworks that have been developed which can guide both curriculum and support activities to help with alignment.

The most widely referenced of these frameworks comes from the National Institute of Standards and Technology (www.nist.gov). NIST works to author and maintain a framework used by many academic institutions as guidance for workforce alignment. The framework is called the National Initiative for Cybersecurity Education (NICE) [12]. This framework identifies categories of cybersecurity activities that make up both overarching divisions and detailed specializations within the broad scope of the cyber industry. Further, this framework breaks down the skills, knowledge, and abilities needed to perform specific tasks that can fall under various job roles within the cybersecurity domain.

Other frameworks are widely recognized and may be leveraged for similar purposes. The International Standards Organization published ISO 27000 which defined risk, threats, and counteractivities for cybersecurity [14]. The (ISC)2 created a framework identifying ten domains for grouping the behavioral disciplines associated with cybersecurity activities [17]. These domains span architecture and access control to social, legal, and ethical aspects. The U.S. Department of Homeland Security created the Cyber Resilience Review (CRR) for assessing and categorizing cybersecurity capabilities specific to critical infrastructure [16]. The CRR also identifies ten units it defines as resource sectors. These focus primarily on management and training and range from asset management to situational awareness.

3 Data and Analysis

Data was collected on 152 schools which provide cybersecurity education. This sample of schools was derived through cybersecurity reference mechanisms which offered lists of schools providing curriculum (e.g., sans.org) [6] and popular media outlets which did the same (e.g., usnews.com) [11]. This was combined with various internet searches for similar lists from independent providers until enough repeated school names suggested reasonable saturation. Table 1 shows aggregate data regarding program offerings and other curriculum support across the sample.

While our analysis focused on the data in Table 1, some other numbers of interest include the total number of programs (associate, bachelor’s, master’s,
Table 1: Aggregate Cyber Program Data

<table>
<thead>
<tr>
<th>Category</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schools that provide a bachelor’s degree in cybersecurity</td>
<td>82</td>
</tr>
<tr>
<td>Schools that provide a master’s degree in cybersecurity</td>
<td>73</td>
</tr>
<tr>
<td>Schools that provide a PhD in cybersecurity</td>
<td>8</td>
</tr>
<tr>
<td>Schools that provide an associate degree in cybersecurity</td>
<td>47</td>
</tr>
<tr>
<td>Schools that host a cybersecurity bootcamp</td>
<td>25</td>
</tr>
<tr>
<td>Schools that provide an undergraduate certificate in cybersecurity</td>
<td>61</td>
</tr>
<tr>
<td>Schools that provide a graduate certificate in cybersecurity</td>
<td>41</td>
</tr>
<tr>
<td>Schools that provide experiential learning activities/environments</td>
<td>33</td>
</tr>
<tr>
<td>Schools that provide/include industry experience mechanisms in</td>
<td>15</td>
</tr>
<tr>
<td>their cybersecurity programs</td>
<td>50</td>
</tr>
<tr>
<td>Schools that host/support student cybersecurity organizations</td>
<td>38</td>
</tr>
<tr>
<td>Schools that compete in cybersecurity competitions</td>
<td>56</td>
</tr>
<tr>
<td>National Security Agency (NSA) Center of Academic Excellence in Cybersecurity designation</td>
<td></td>
</tr>
</tbody>
</table>

and PhD) across all schools was 287. The total number of certificates offered across all schools was 211.

The data show strong support in both bachelor’s and master’s programs with 54% and 48% participation respectively. Associate programs were found in 31% of the sample. Some four-year schools did include associate degrees in their offerings, but most of the associate programs were provided by two-year schools in the sample. PhD programs appear to be largely neglected at only 5% participation across the sample.

**Experiential Learning:** There are two main areas of investigation in this paper. The first of these is experiential learning, already established as instrumental for engagement and retention of knowledge, especially in technical
disciplines. For the purposes of our research, experiential learning is defined as any activities which transpire outside of the classroom, giving students the ability to work with cybersecurity technologies to accomplish some type of task. They should fit with one or more of the pillars suggested by Kolb’s ELT. These tasks could range widely, from simple tools to in depth research to training for cyber competitions.

In our sample, 22% of the schools which provided cybersecurity curriculum had information about experiential learning environments, tools, or mechanisms that were available to students.

After evaluating the sample for content, we found experiential learning support was able to be categorized into six broad categories:

- **Centers for Cybersecurity Research and Analysis**: Serve as a hub for training, research, analysis, and programming in all areas of cybersecurity.
- **Cyber/Hacking Labs/Ranges**: Provide research opportunities and use hacking resources to teach students how to fight against malwares and other security disruptions.
- **Competitions**: Provide students with multiple challenging security scenarios to prepare the students for real-world security challenges.
- **Bootcamps**: Often held by a third party, bootcamps present the in-demand topics in a dense accelerated format to equip the students with the required skills for placement in the workforce.
- **Student Clubs**: Connect students to alumni and industry partners and deepen students’ knowledge by holding speaker series and networking sessions.
- **Security Operations Centers (SOC)**: When available to students, SOCs provide an opportunity for the students to work with information security teams. Students will be responsible for monitoring, detecting, and analyzing security issues.

**Job Experience**: The second main area of investigation in this paper is the incorporation of job experience activities while a student is working on their program. This also has been established as increasingly important to employers when evaluating candidates for open cyber positions. Providing opportunities to gain this experience prior to completion of a program not only makes students more marketable, but it establishes abilities which make them productive much sooner, if not immediately, upon hire.

In our sample, 10% of the schools which provided cybersecurity curriculum hosted or required some form of activity which would represent working experience for the student prior to completion of the program.

After evaluating the sample for content, we found job experience support was able to be categorized into five types of mechanisms:
• **Internships:** Designed as credit or non-credit courses, internships provide first-hand experiences for students to engage with real security challenges. Internships are often part-time, and students are responsible for finding a cybersecurity-related internship position.

• **Capstones:** Since not all students can find internship positions, capstones are designed and integrated into curriculum to provide all students with an opportunity to engage with industry partners and work on cybersecurity-related projects for a grade (instead of financial compensation).

• **Co-Ops:** Like internships, co-ops provide cybersecurity-related work for the students in prearranged agreements with the university. Co-ops are often full-time, and the students are not expected to take any courses during their co-op experience.

• **Project work:** When available, the NSA or other governmental/cyber consortium agencies offer cybersecurity projects to university partners. Students can work with agency staff as team members on live projects.

• **SOCs:** Some schools provide internship or co-op opportunities through SOCs which protect their campus infrastructure.

### 3.1 Using a Security Operations Center (SOC) for Experiential Learning

The authors of this paper hold positions at a university where a SOC has been built and managed by faculty and is run by students pursuing a cybersecurity certification within their curriculum. The students are paid as student workers with a job title of ‘Security Analyst’. They serve roles helping to protect the university’s information.

The primary function of a SOC is to employ resources which monitor the security posture of an organization, detecting, analyzing, and responding to security threats. However, the intentions behind building this SOC included using it as a tool for ‘hands-on’ experiential learning and to give students an opportunity to develop job experience prior to the completion of their program. Fortunately, this was a shared vision between faculty sponsors and the head of IT for the university.

Using ELT, the SOC represents an effective mechanism for experiential learning along each of the six pillars:

1. **Students make the decisions and take responsibility:** Daily operation of the SOC requires each student to process the information they have available to them and decide about what should be done. Because
of the close relationship the SOC analysts have with the IT department, this may mean turning activities over to them. But it may also mean the student analyst decides to handle the issue within their own boundaries.

2. **Students are engaged in a dynamic learning environment:** By nature, the cybersecurity realm is fraught with opportunities to test one’s creativity and innovative spirit. Some threats may be well known, and tools are available to respond readily to them. Others are new, evolving, or simply little is known about them. This forces a cyber analyst to use creativity and innovation to keep the organization safe or at least minimize consequences from a threat.

3. **Students learn to cooperate and work with each other:** In the SOC environment analysts must work closely with each other to avoid duplicating effort or working against each other. In some cases, issues may be turned over from one analyst to another or one shift to another. Transfer of not just information, but knowledge is critical to effective solutions. Further, because some levels of responsibility lie with the IT group, cooperation extends outside the SOC.

4. **Students learn to adapt to different situations:** Here again, due to the diverse and ever-changing nature of cybersecurity as a function and as an academic discipline, student analysts are forced to learn new concepts, tools, and techniques while they are working to resolve or otherwise respond to incidents. This SOC is also unique in that it must function differently from a corporate SOC. The nature of the student worker positions means inherent turnover. This requires the student analysts to work with a steep learning curve. Additionally, trust issues, levels or responsibility, and augmented operations means responsibilities may change during their tenure in the position.

5. **Students learn how to react to different outcomes:** Because student worker positions come with an inherently high rate of turnover (i.e., students finish their degrees and move on), there is a carefully constructed separation of duties between the IT staff and the SOC analysts. While failures in the SOC positions are not necessarily desirable, the position is engineered such that they should not be mission critical. This means there are opportunities to learn from failures as well as successes without aggressive repercussions.

6. **Students learn to produce their personal knowledge:** There is always the hope that everything a student might need to learn about a discipline might be learned in the classroom. This is seldom seen in practice. Working in the SOC allows students the opportunity to reinforce, discover, or relearn concepts, tools, and techniques covering cyber operations.
3.2 Using a SOC for Gaining Industry Experience in Cybersecurity

As mentioned previously, a popular framework for aligning cyber workforce needs with educational mechanisms is provided by the National Institute of Standards and Technology in the form of its National Initiative for Cyber Education (NICE) [12].

The SOC aligns well with three of the main constructs of the NICE framework:

1. **Corresponding to a category:** The NICE framework defines workforce categories for the overarching themes related to various cybersecurity operations necessary for every organization. Our SOC analyst duties fit well into the ‘Protect and Defend (PR)’ category provided by the framework [12]. Identifying, analyzing, and mitigating threats stand as the key job responsibilities of the SOC analysts.

2. **Addressing specialty areas:** Work in the SOC allows students to focus on any one to all of three areas of specialization identified in the NICE framework. A variety of tools and logs give the analysts the resources need to perform Cyber Defense Analysis (CDA) to identify currently exploited or potentially exploitable breaches in defense. Levels of responsibility and corresponding access give analysts the ability to provide Incident Response (CIR) and mitigate active or potential threats. Finally, tools are available to the analysts which allow them to audit certain portions of network resources and perform Vulnerability Assessment and Management (VAM) tasks [12].

3. **Integrates knowledge, skills, and abilities into a defined work role:** The culmination of the above responsibilities along with many of the tasks, skills, knowledge points, and abilities identified in the NICE framework suggest the appropriate industry relatable role for our student cyber analysts as ‘Systems Security Analyst’ [12].

Using ELT as an evaluative tool and NICE as a workforce alignment framework, the SOC evaluates well as an extracurricular mechanism which serves well to give students experiential opportunities which translate to job experience in the cybersecurity industry.

4 Conclusions and Limitations

**Conclusions:** Our study identifies a gap in the completeness of academic programs in cybersecurity. This gap exists because industry demands, mixed with the complexity and technical nature of cybersecurity roles, suggest that experiential learning opportunities which translate well to job experience are
critical to the graduate’s success in the job market. Yet, a low percentage of available academic programs provide such experiences.

The analysis of cyber programs at 152 schools suggests there may be a need for some guidance in this area. Combining a theoretical approach to experiential learning with a framework for workforce alignment provides a powerful tool set for designing, implementing, and evaluating mechanisms which can support curriculum in these much-needed capacities. The example of the SOC at the authors’ university shows how this may be done in such a way that a single mechanism may provide both experiential learning and job experience simultaneously.

The analysis in this paper included the categorization and description of both experiential learning and job experience mechanisms that are currently in use. This may be used on its own as direction for programs that are seeking guidance supporting their curriculum outside of the classroom.

Limitations: There were some possible limitations of this study that should be considered. While the internet searches and indexed resources that were used for this study’s sample were not restricted in any way, the results were exclusively schools found in the United States. Extending this analysis to international programs might yield additional information for further analysis.

All information used in this study was publicly accessible information available through the internet. It is possible that some programs haven’t published or updated information which could have been relevant to this study.

Finally, one data point that was captured concerned institutions that had a Center of Academic Excellence (CAE) designation from the National Security Agency and the consortium it uses to issue these designations. The designation means the institution met certain standards in their curriculum and/or research which corresponded to criteria from the consortium. Included in the members of the consortium is NIST and the NICE framework. This would suggest institutions with the certification are in alignment with workforce demands. It is possible that experiential learning and/or job experience components are incorporated in classroom activities but simply not published as such to the public.
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Abstract

Autonomous navigation of Unmanned Aerial Vehicles (UAVs) has become an increasingly popular area of study as technology has advanced over the years. One technology that has been developed for use in the autonomous navigation of UAVs is fiducial markers. Fiducial markers are a type of physical tag that can be placed in an environment to assist with UAV localization, navigation, and landing. A UAV can identify and scan a fiducial marker with an onboard camera and take appropriate action based on the data received from the marker. Previous research using only fiducial markers and onboard sensors for UAV navigation in
a GPS-denied environment requires the camera to have constant visual contact with at least one marker. This paper explores the use of fiducial markers for outdoor UAV navigation in a GPS-denied environment without the restriction of constant visual contact with a marker. Physical implementation and formal methods are used to study the performance and overall viability of this solution.

1 Introduction

1.1 Context and Terminology

An Unmanned Aerial Vehicle (UAV) is an aircraft vehicle that does not have any pilots or passengers on board. It is often informally referred to as a drone. A UAV can be controlled in many different ways but this paper exclusively explores the autonomous control of these vehicles. A fiducial marker is a known shape or pattern that is typically printed onto a flat surface. Similar to a QR code, a fiducial marker can provide data via camera recognition. The data obtained from a fiducial marker can take the form of pixel coordinates to track the four corners and center of a fiducial marker and provide a unique identification number associated with each fiducial marker. AprilTag is a type of fiducial marker system widely used with UAVs. AprilTags have demonstrated consistent performance (Kalaitzakis et al. [2]) in the past and are the fiducial marker family that was chosen for this research paper. The detection software for AprilTags can compute the 3D positioning, orientation, and identification of the markers from an adequate distance relative to their size. AprilTags can be decoded to provide navigational data to a UAV as a set of predefined instructions assigned to the corresponding AprilTag ID. A GPS-denied environment is an environment in which GPS technologies are unable to function due to exterior circumstances. Autonomous navigation is the execution of some plan or path without any human input or control along the way. Autonomous navigation can be paired with computer vision software to assist the program in its decision-making process. One computer vision library is OpenCV (Open Source Computer Vision Library): an open-source software library that provides access to tools essential for computer vision and machine learning. OpenCV is used in conjunction with the AprilTag software to assist a UAV in properly visualizing and decoding an AprilTag. Pose refers to the position and orientation of an object. Specific to this research, pose describes the translation of a UAV relative to a marker or particular coordinate system in terms of pitch, roll, and yaw. A “dead zone” is a term used in this paper to describe the period in which a UAV is autonomously flying without the detection of a fiducial marker or using any other form of a visual or GPS-based navigation system.
1.2 Problem

GPS-based navigation is an incredibly common form of navigation that many devices rely on. UAVs typically rely on GPS to fulfill autonomously driven missions. However, GPS-based technology faces many different risks as a chosen form of navigation. GPS is susceptible to spoofing and environmental interference. Furthermore, GPS does not function well in indoor environments and cannot be relied on for precision navigating. Due to the potential vulnerabilities of GPS-based navigation, there is a need for research into other forms of navigation for autonomously flown UAVs.

1.3 Solution

This research paper explores the idea of a form of visual-based navigation that centers around fiducial markers. The research analyzes how a UAV could autonomously navigate a predefined course using fiducial markers as a form of instruction in a GPS-denied environment while relying on autonomous flying algorithms in between discontinuous visual contact “dead zones” of the fiducial markers. This solution will mitigate any concern of a failure of onboard GPS-based navigation of a UAV.

1.4 Evaluation of Methods

This paper will be evaluating the research through a few key metrics:

1. The research will measure how well a UAV can read an AprilTag through a program using OpenCV to process a live feed of a camera attached to the UAV and return data showing the detection areas of a fiducial marker. The research will measure the success by conducting tests that involve flying the drone at arbitrary locations with an AprilTag within view of the camera and measuring the success rate at which it can detect a marker.

2. The research will measure how well a UAV can decode a fiducial marker as a set of instructions. This will be done by setting up a test involving multiple fiducial markers placed at a variety of distances away from a camera. The measurement of success will be determined by the UAV’s ability to complete a set of instructions received from decoding a fiducial marker’s unique identification number.

3. The research will measure how well a UAV can navigate between fiducial markers using autonomous navigation by evaluating the performance of a UAV on courses where it will be required to navigate through substantial “dead space” between AprilTags relying solely on autonomous navigation.
2 Related Work

Previous research has studied the use of fiducial markers for assisting UAVs in localization, navigation, and landing in both GPS-enabled and GPS-denied environments. Some of the methods used have incorporated other technologies as well, such as accelerometers, magnetometers, and gyroscopes. Both indoor and outdoor environments have been used for different applications. Different types of fiducial markers have also been tested.

Kalaitzakis et al. [2] performed a survey of different fiducial markers and conducted studies comparing four of the most widely used fiducial marker families. The markers that were chosen for the study were ARTag, AprilTag, ArUco, and STag. A comparison of the accuracy of detection, detection rate, and computational cost of each marker was conducted. Experiments with the markers used different lighting conditions, camera angles, and distances between the camera and the markers. Each marker had strengths and weaknesses, but the AprilTag and STag markers had the overall best performance in the study.

Indoor environments provide unique navigational challenges for UAVs due to the interior features of buildings. Nahangi et al. [4] used fiducial markers for automated UAV localization of a GPS-denied indoor construction environment. Their experiment used a Parrot Bebop 2 drone with an onboard camera to detect AprilTag fiducial markers. The drone also used an accelerometer to assist with localization and navigation. The AprilTags were linked to previously known coordinates in the building information model (BIM), and the UAVs were localized using the information from the AprilTags and their position relative to the onboard camera. Previously computed information could then be used to successfully navigate the environment; however, the UAV was required to detect at least one AprilTag at all times.

A study conducted by Bacik et al. [1] used ArUco fiducial markers to assist with UAV navigation. The researchers used a Parrot AR Drone with two cameras to detect the markers. They also used an ultrasound, pressure altimeter, gyroscope, accelerometer, and magnetometer. Their method of navigation required the \((n-1)\text{th}\) marker to be detected by the camera at the same time the \(n\text{th}\) marker was detected. They then calculated the pose of the \(n\text{th}\) marker with respect to the \((n-1)\text{th}\) marker and used that information to keep track of the path of the UAV. A fuzzy control algorithm used the calculated pose and trajectory of the UAV to navigate it from one marker to the next. The UAV achieved a fully autonomous flight in an empty warehouse using only marker-based navigation combined with a fuzzy control algorithm. However, this is another method that requires at least one marker to be detected at all times.

Lamberti et al. [3] combined ARTag fiducial markers with image feature matching to navigate UAVs. This method of navigation used image matching to estimate the pose of the UAV between markers. It then used markers to
determine the true position of the UAV and to correct any drift that occurred. The marker-less pose estimation of the UAV was performed by frame-to-frame comparisons of the features in the images captured. After an initial image was captured, each additional image underwent a feature analysis comparison against the initial image and pose estimation of the UAV. A distance threshold between the UAV and the initial image was set and after the threshold was passed, a new reference image was obtained, in which each additional image was compared for pose estimation. A control algorithm was implemented to maintain the pose of the UAV. Whenever a fiducial marker was detected, a marker-based pose estimation algorithm was executed. These algorithms corrected the drift errors that accumulated during the marker-less navigation. The researchers concluded that this approach could maintain an acceptable level of drifting errors while navigating UAVs.

Other studies have focused on using fiducial markers solely for pose estimation. Seng et al. [6] used fiducial markers to estimate the pose of a Parrot AR Drone in a GPS-denied environment. Their experiments were conducted in an indoor room that had fiducial markers placed on a wall. The ARToolKit software library was used to help compute the pose of the UAV in relation to the detected markers. At least one marker had to be detectable to estimate the pose of the UAV. However, the accuracy of pose estimation increased as the number of markers detected increased. This was a result of computing the average pose of the UAV based on the poses of all detected markers.

Although different technologies and environments have been used for autonomous UAV navigation, the methods that only use fiducial markers and onboard sensors require continuous detection of at least one marker by an onboard camera. The purpose of this paper is to explore autonomous UAV navigation using only fiducial markers and onboard sensors, without the requirement of continuous detection of a marker in an outdoor, GPS-denied environment.

3 Methodology

To develop a system for autonomous navigation of UAVs using only fiducial markers and onboard sensors, a suitable fiducial marker system, AprilTag, was selected. After selecting a fiducial marker system, a Raspberry Pi 3B with a Raspberry Pi Camera Module v2 was obtained and a Python program was developed to detect the AprilTags. Next, two markers were printed, and experiments were conducted to detect them with the camera. The next step was to select a UAV to use for the research: the Parrot AR.Drone 2.0. After selecting the drone, several Python programs were developed to control the drone’s movements, onboard sensors, and cameras. Several flights were then successfully executed using the programs. Next, the Raspberry Pi was mounted
onto the hull of the UAV and the camera was positioned towards the front of the UAV at a downward-facing angle. Python programs were later developed and tested to align the UAV with a detected fiducial marker. A program was developed to navigate the UAV from one marker to the next using only onboard sensors to minimize drift errors. Then, the previously computed position of each marker was stored as data with the previous marker which enabled the UAV to adjust its heading to navigate towards the next marker.

3.1 Fiducial Markers

To select a fiducial marker family, some of the most widely used packages in autonomous UAV navigation were investigated and it was decided to use AprilTags. Kalaitzakis et al. [2] performed a comparison of the ARTag, AprilTag, ArUco, and STag markers and found that AprilTag and STag had the overall best performance in their study. Additionally, AprilTags were also found to be used in several other papers involving UAV navigation, such as the research done by Nahangi et al. [4]

AprilTags were developed and introduced by Edwin Olson [5] to improve upon other markers that existed at that time. It was noted that AprilTags provide “a fast and robust line detection system, a stronger digital coding system, and greater robustness to occlusion, warping, and lens distortion.” [5] Since then, AprilTag has undergone several generations of development. The AprilTag fiducial marker system offers several different families of tags to choose from based on the application. The AprilTag software is also open-source and readily accessible.

3.2 Unmanned Aerial Vehicle

The UAV selected for this research was the Parrot AR.Drone 2.0. The Parrot AR.Drone 2.0 is a quadcopter with a protective hull. It comes equipped with both forward and downward-facing cameras as well as several sensors, including an ultrasound altimeter, three-axis accelerometer, magnetometer, and a gyroscope. There is also a rechargeable battery capable of twelve minutes of flight time. The UAV generates its own Wi-Fi network allowing for a multitude of devices to connect and control the drone. The Parrot AR.Drone 2.0 provides a software development kit (SDK) for developers and has been used in many different studies involving UAVs, including research done by Bacik et al. [1], Lamberti et al. [3], and Seng et al. [6]. The application programming interface (API) enables developers to access and control the cameras, sensors, and movement of the drone. Other APIs have also been developed for the Parrot AR.Drone 2.0, such as PS-Drone. For this research, the PS-Drone API was chosen due to the functionality it provides and its ease of use. PS-Drone pro-
vides a simple library of commands that can be used in a Python program to control the movements of the drone and acquire valuable data from its sensors.

3.3 Autonomous Navigation

Autonomous navigation of the UAV was achieved using a combination of its onboard sensors and AprilTag fiducial markers. The position of each AprilTag with respect to the previous was computed and stored as positional data. At initial startup, the drone increased its altitude to a height greater than one meter to expand the camera’s field of view. After adjusting its altitude, the UAV proceeded to fly forward while using the Raspberry Pi camera to scan for an AprilTag in the environment. When a new marker was detected, the data associated with the marker was used to acquire the positional data of the next marker. The UAV then used that data to adjust its heading to navigate in a straight-line path towards the next marker. Once navigation began, the drone used only its onboard sensors to minimize drift errors until the next marker was detected by the camera. When the next marker was detected, the data associated with the marker was once again used to acquire the positional data of the next marker. This process was repeated until the drone fully navigated the desired path.

3.4 Wireless Control

All the programs implemented in the system were written in Python and executed on the Raspberry Pi 3B using the PS-Drone API to communicate with the Parrot AR.Drone 2.0 on its Wi-Fi network. Secure Shell (SSH) was used to enable control of the Raspberry Pi from a remote computer connected to the drone’s Wi-Fi network. The Wi-Fi network provided by the drone functioned as a bridge between the Raspberry Pi and the remote computer. The remote computer was used to execute all of the programs on the Raspberry Pi.

3.5 Indoor Experiments

The majority of the tests were performed on an indoor course to improve the algorithms. To begin, programs were developed to detect AprilTags from images captured by the Raspberry Pi Camera. A program was developed using OpenCV to help visualize the position of the center of the tag with respect to the center of the camera. This program overlays an 8x8 grid on the image and highlights grid-squares that detect an AprilTag. The program also displays a straight line from the center of the view to the center of the AprilTag. Next, programs were implemented using the PS-Drone API to access and control the
sensors, cameras, and movement of the Parrot AR.Drone 2.0. Tests were conducted to acquire real-time sensor data for the altitude and orientation of the drone as well as accessing its front and ground cameras. The drone’s battery performance and Wi-Fi link quality were also evaluated through tests developed in Python. An external Adafruit LSM303DLHC triple-axis accelerometer/magnetometer was also incorporated into the study as a supplement for the drone’s onboard sensors. The LSM303DLHC was wired to the GPIO pins on the Raspberry Pi and tests were performed to acquire real-time sensor data while manually manipulating the drone. Programs were then implemented on the Raspberry Pi using the PS-Drone API to demonstrate motion control of the drone. Commands were executed to control the drone’s altitude, position, orientation, and speed. Override controls were also implemented to enable remote initiation of a safe landing sequence when necessary.

After demonstrating successful control of the drone’s movements and sensors, the main flight program for the system was developed. The Raspberry Pi, camera, and external accelerometer/magnetometer were attached to the drone. A flight course for the UAV was then created by taping two AprilTags to the floor at different locations in the lab. A compass was used to determine the angle of the second marker relative to the first. This angle was stored in the program with data for the first marker as positional data for the second marker. The program was executed to test the system. After many tests, the code was refined. Programs were also developed to read in and plot the yaw angle and magnetometer values of the drone during both real and simulated flights. Simulated flights were accomplished by manually manipulating the drone through the course.

3.6 Outdoor Experiments

An outdoor environment was chosen to conduct the final tests of the system. AprilTags were taped to the top of two separate boxes placed apart. The boxes were positioned in a large grassy area to create an outdoor flight course for the UAV similar to the indoor course. The flight program was then executed to test the system and the program was, again, refined.

4 Results

4.1 Marker Detection and Decoding

Marker detection and decoding capabilities were initially evaluated before mounting the hardware to the UAV. The position of the camera was manipulated at different angles to verify that the Python program could successfully detect and decode AprilTags. Marker detection and decoding performed quite well
even while the camera was in motion. The camera was able to successfully detect and decode the AprilTags under all circumstances if they were within the camera’s field of view.

After the Raspberry Pi and Raspberry Pi Camera Module v2 were attached to the UAV, marker detection and decoding were evaluated again. Since the Raspberry Pi was attached to the UAV, the pictures taken by the camera were saved to the Raspberry Pi for processing later. A VNC viewer was also implemented by a remote computer to access the graphical interface of the Raspberry Pi and obtain a live feed from the camera during flights. In-flight pictures were taken while the UAV was navigating towards the markers. Similar to the initial marker detection and decoding experiments, the camera was successfully able to detect and decode the AprilTags if they were fully within the camera’s field of view. Marker detection and decoding were found to be quite robust even during active flight.

4.2 Hardware Performance

4.2.1 UAV Hardware

The evaluation of the performance of the UAV’s hardware began by testing the onboard sensors, cameras, and battery life under simulated flight conditions before any external hardware was attached to the UAV. A Python program was implemented to access and display the values of the UAV’s pitch, roll, yaw, altitude, remaining battery life, and Wi-Fi link quality. The UAV’s front and bottom cameras were also accessed with a Python program that displayed a live feed from the cameras onto a computer monitor. The UAV was manually manipulated while executing the programs. The UAV seemed to calibrate its sensors based on its initial pose during a manual reset or after reconnecting its battery. Thus, the pitch, roll, yaw, altitude, and magnetometer values were relatively consistent if the pose of the UAV was consistent during a manual reset or while reconnecting its battery. The yaw angle and magnetometer values were also successfully acquired during a simulated flight through an
indoor course. Battery performance was also found to be stable while manually manipulating the UAV and experienced only small decreases in percentage with each execution of a program. However, the UAV’s cameras did not perform well. Both the forward and downward-facing cameras were accessed, and a live feed was displayed on a computer monitor, yet the lag produced by the cameras was significant enough to render them unusable for this research. Additional time spent researching different methods of accessing and manipulating the cameras may have yielded better results. However, the Raspberry Pi camera proved to be sufficient for this research. Wi-Fi link quality was also evaluated and found to produce adequate results.

Although the UAV’s onboard sensors displayed consistent and stable performance while simulating flight, in-flight performance was found to be inconsistent and unstable. After mounting the hardware to the UAV, the UAV’s sensors and battery life were evaluated during flight. Of particular importance to this research was the yaw angle and magnetometer values, which seemed to be entirely arbitrary after being mounted to the drone. One possible explanation for this phenomenon may be interference from the Raspberry Pi and its lithium-ion battery power supply that was connected via the GPIO pins. Another possible explanation could be interference caused by other nearby electronic devices in the lab. The UAV’s battery also suffered significant decreases in performance during real flight conditions. The specifications state that the battery is capable of twelve minutes of flight time, however, only about half of the stated capability was realized. Battery performance increased after obtaining new batteries but remained inadequate for flight after falling below 40%. Wi-Fi link quality was stable during flight, although the UAV occasionally experience instances of unresponsiveness to remote commands issued to initiate a safe landing sequence.

Structural components of the UAV were also indirectly tested for resiliency during flight. Many flights were conducted during the research; some were stable, while others were not. The structural integrity of the components of the UAV was maintained during stable flights. However, a substantial amount of the minor crashes experienced by the UAV produced significant deformation to the stainless steel shafts connecting the rotor wings to the UAV and rendered the UAV flightless until the shafts were replaced as the deformity caused substantial drift. While replacing the stainless steel shafts, the E-clips holding the shafts in place were also easily damaged and had to be replaced often. The other structural components of the UAV displayed adequate resiliency.

4.2.2 External Hardware

Performance of the Raspberry Pi Camera Module v2 and external Adafruit LSM303DLHC triple-axis accelerometer/magnetometer was initially evaluated
before mounting the hardware to the UAV. A Python program was implemented to access and display the values obtained from the LSM303DLHC as well as a live feed from the camera onto a computer monitor. The values from the LSM303DLHC were successfully acquired and produced consistent results while manually manipulating the LSM303DLHC. The camera displayed adequate performance when evaluated by visually inspecting its live feed for lag time, field of view, and distance of AprilTag detection while manually manipulating the camera.

Performance of the Raspberry Pi Camera Module v2 and external Adafruit LSM303DLHC triple-axis accelerometer/magnetometer was reevaluated after mounting the hardware to the UAV. Pictures acquired from the camera and saved to the Raspberry Pi during UAV flight revealed adequate camera performance, whereas the data acquired from the LSM303DLHC revealed compromised performance. The erratic behavior of the LSM303DLHC is thought to be a consequence of the instability of the UAV during flight.

### 4.3 UAV Flight Performance

Similar to the performance evaluations of other components in the system, the performance of the UAV’s flying capabilities was evaluated both before and after mounting hardware to the UAV. Successful flight was achieved by implementing a Python program that used the PS-Drone API to manipulate the altitude, position, orientation, and landing of the UAV. The UAV remained satisfactorily stable during flight and generally corrected most of the unsolicited positional drift that occurred due to momentum after the execution of each command.

After demonstrating satisfactory flight capabilities, the hardware was mounted to the UAV, and flight performance was re-evaluated using the same Python program. Flight performance suffered from significant drift while hovering after executing commands to manipulate the pose of the UAV. This resulted in an inability of the UAV to achieve adequate altitude. Due to a loss in per-
formance, a manual reset of the UAV was performed. After the manual reset, flight capabilities were partially restored, however, they remained inferior to the previously achieved levels of performance. Although inferior to previous levels, the flight capabilities were deemed to be sufficient for the research.

4.4 Autonomous UAV Navigation

After each component of the system was tested, an indoor course was constructed. A Python program was developed to test the entire system and validate the proposed solution. Initial testing was conducted inside the lab. Through many trial runs and algorithm refinement, successful autonomous UAV navigation was partially achieved. The decrease in flight capabilities that was noted after attaching the hardware to the UAV was fully realized while navigating the course. Unwanted positional drift after executing commands to manipulate the pose of the UAV was magnified to the extent that the UAV could no longer correct for. The significance of the drift ultimately rendered the UAV incapable of fully navigating the course, however, partial course navigation was still achieved. After initiating takeoff, the UAV successfully increased its altitude and proceeded forward while taking pictures of the environment with the Raspberry Pi camera. Once the first AprilTag was detected, the UAV ceased forward motion, decoded the AprilTag, and used the data associated with the AprilTag’s unique ID to acquire the previously computed positional data of the next AprilTag. The UAV then adjusted its yaw angle to navigate in a path towards the next AprilTag. However, this is the step that produced significant drift. Even a rotation of just $70^\circ$ produced enough drift to render the UAV incapable of proceeding through the course. After conducting indoor flights, a similar course was then constructed outside to test the system. Just as with the indoor flights, the UAV was only able to achieve partial navigation of the course due to drift.

5 Conclusion

Technological advancements over the years have enabled the widespread use of UAVs in many different sectors. As the number of applications for UAVs has dramatically increased, so has the need for fully autonomous navigational capabilities. Many UAVs have achieved autonomous navigation using GPS and other technologies. Another technology developed to assist in autonomous robotic navigation is fiducial markers. Fiducial markers are particularly useful in GPS-denied environments, as they can be placed in an environment and serve as a physical waypoint for a UAV. Due to the limitations of GPS, prior research has been conducted studying different methods of autonomous UAV navigation in GPS-denied environments. However, previous research using
only fiducial markers and onboard sensors for autonomous UAV navigation required an onboard camera to have constant visual contact with at least one fiducial marker. In this paper, autonomous UAV navigation in a GPS-denied outdoor environment using discontinuous visual contact with fiducial markers was explored.

The research conducted for this paper uses several different technologies including the AprilTag fiducial marker system, a Parrot AR.Drone 2.0, an Adafruit LSM303DLHC triple-axis accelerometer/magnetometer, a Raspberry Pi 3B, and a Raspberry Pi Camera Module v2. Many different software packages and technologies were used including Python, OpenCV, PS-Drone, and the software for the AprilTag fiducial marker system. These technologies were evaluated both independently and in combination with each other, and both indoor and outdoor courses were constructed to evaluate the viability of the explored solutions. Although autonomous UAV navigation was only partially achieved due to substantial UAV drift during flight, the results are promising. The technologies implemented generally met or exceeded performance and interoperability requirements. With additional research and experimentation, the performance issues with the magnetometers can likely be mitigated. Likewise, additional algorithms could be developed to minimize UAV drift, or a modern UAV with enhanced resiliency and advanced drift control mechanisms could be used with the proposed system to achieve fully autonomous UAV flight.
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Providing high quality learning experiences to undergraduate computer science students can help promote student retention and success in the major. Towards that goal, instructors are increasingly called upon to implement promising teaching strategies, develop engaging materials, and implement inclusive pedagogical techniques. Program administrators are tasked with assessment and accreditation of degree programs, requiring instructors to demonstrate alignment to national standards. However, few instructors have formal training in pedagogy, and lack awareness of evidence-based strategies for creating engaging materials with clearly stated learning outcomes and aligned assessments. In this workshop, instructors will be introduced to https://cs-materials.herokuapp.com/ (CS Materials), a software infrastructure for assessing course materials with respect to national standards, aligning/comparing a course with other similar courses, as well as its role in the institution’s curriculum. The workshop will provide hands-on experience to instructors to classify their own courses against accepted curriculum guidelines. Workshop attendees will learn to input learning materials, perform topic coverage analysis, compare their course with other similar courses, and search for new materials for use in their classes. Participants will also learn how to participate in CS Materials project, to contribute and benefit from the project, and an opportunity to discuss curriculum related issues they face in the classroom.

*Copyright is held by the author/owner.
Specifications grading is an approach to assessment that does away with most of the elements of traditional grading. In a pure specs system, there are no percentages, no points, and no partial credit. Instead, work is assessed using only two categories: it is either satisfactory and receives full credit, or unsatisfactory and receives no credit.

Every assignment comes with a set of specifications — such as a rubric or autograded tests — that clearly outline what students must do to receive credit for a submission. Many systems also give students a mechanism to revise and resubmit unsatisfactory work to bring it up to the specifications. Students still receive a standard A-F letter grade at the end of the course. However, unlike in a traditional system, the final grade isn’t determined using a weighted average or numerical scale. Instead, the final grade is determined by completing a bundle of assignments that demonstrates a certain level of success at meeting the goals of the class. Because it focuses on affirming competence rather than ranking performance, many authors have argued that specifications grading is both more realistic and more equitable than traditional points-based grading systems [1, 2, 3, 4, 5, 6].

This workshop will present an interactive introduction to specifications grading, drawing upon my experience using it in more than a dozen computer science classes at Rollins College over the past three years. The target participants are computer science instructors who are considering adopting specs grading or interested in learning more about it. In particular, faculty will leave the workshop with multiple concrete examples for designing their own grading systems, as well as an awareness of the trade-offs between the different approaches. Interactive portions of the workshop will allow participants to work individually or in small groups to design a new grading system for one of their own classes. Topics will include:
• Why do we grade the way we do? A brief history of grades and arguments for new grading methods
• The specs grading philosophy
• Individual work and discussion: choose one of your own classes and describe its students and goals
• Models for specs grading: contracts, points-based systems, and hybrids
• Individual work and discussion: thinking about different models for your own class
• Implementation details: mapping learning outcomes to assignments and specifications
• Individual work and discussion: creating a specs-graded assignment
• Common challenges: complexity, retakes, work on the boundary, concerns about grade inflation
• Other approaches: labor-based grading, mastery grading, and ungrading
• Questions and discussion
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CS enrollments have seen dramatic increases in recent years, however, engaging all CS CS majors in early foundational courses is critical to their retention and long-term success. Grounding Computer Science concepts in reality by solving important real-world problems and relevant applications are a key to increasing students’ motivation in computing. This workshop provides instructors with a hands-on introduction to http://bridgesuncc.github.io BRIDGES, a software toolkit for programming assignments in early computer science courses (CS1, CS2, data structures, and algorithm analysis). BRIDGES provides capabilities for creating more engaging programming assignments, through (1) easy access to real-world data, spanning domains such as social networks, science, government, movie, music, and literature, (2) visualizations of the data or data structures, (3) an easy to use API for creation of games, and, (4) algorithm benchmarking. Using BRIDGES in data structures, algorithms, and other courses have shown better student outcomes in follow-on courses, when compared to students from other sections of the same course. BRIDGES has impacted over 2000 students across 10 institutions since its inception 5 years ago. A repository of http://bridgesuncc.github.io/newassignments.html (BRIDGES assignments) is now maintained for BRIDGES users. Workshop attendees will engage in hands-on experience with BRIDGES, play with example BRIDGES programs and datasets, and will have the opportunity to discuss how BRIDGES can be used in their own courses.
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This panel of presenters, with over 80 years of teaching instruction between them, will share with attendees a variety of actual tools, toys, and/or visuals that have helped students understand concepts in the programming sequence, i.e. CS 1, CS 2, CS 7 (algorithms) classes. These are based on moments in the classroom when students have reported that new or difficult concepts were made easier to learn.

1 Background

The book \textit{Models of Teaching} provides evidence from educational theorist David Ausubel that any “new ideas can be usefully learned and retained if they can be related to already available concepts or propositions that provide ideational anchors.” In addition, the book further illustrates that “when we help students acquire information and skills, we also teach them how to learn as well as how to think critically, compare, and apply new knowledge” [4]. This offers an important reminder that when providing additional connections or hooks for students in our course, it makes the course outcomes
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even stronger. As David Gooblar notes in *The Missing Course: Everything They Never Taught You About College Teaching*, “the more our brains work while acquiring knowledge, the better they are at retaining it” [3]. In addition, any time you use schemas to help a student “think about something they have previously learned or experienced,” you help them transfer it from working memory into long-term memory, which is their “seat of understanding” [2].

## 2 Panel Structure

After brief introductions, each of the four panelists will have up to 15 minutes to focus on several effective pedagogical practices they have used to engage students and enhance student learning. Actual demonstrations involving visual, auditory, and tactile tools will be given. Most importantly, they will highlight having fun in the classroom while teaching computer science. In the last 30 minutes, audience members will be encouraged to comment on any similar times when they have watched “the light come on” with their own students in the classroom. They will be able to share any interesting or innovative methods of their own “to simplify and clarify complex topics” as well as ensuring that what is said will easily be understood or remembered [1].

## 3 Estimated Panel Time

90 minutes

### References


Counting Tiles
Generating a synthetic dataset for unsupervised learning*

Nifty Assignment

Steven Benzel
Department of Mathematics
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About
When studying algorithms for cluster analysis it is useful to have a variety of datasets for students to experiment with, ranging from low dimensionality to high dimensionality. High dimensional datasets with many elements can be quite large and problematic to store and disseminate. An alternate is to have students generate synthetic datasets for themselves.

Construction
A visually straightforward dataset can be generated where an element consists of a random number of square tiles randomly placed on a grid and labels given by the number of tiles placed. In particular, given the 4-tuple of positive integers \((N, m, n, k)\) with \(nk \leq m\) we can create a dataset of \(N\) elements where each element is an \(m \times m\) grid upon which up to \(kn \times n\) tiles are disjointly placed. The dataset will be a subset of \(\mathbb{R}^{m^2}\) for gray-scale tiles and \(\mathbb{R}^{3m^2}\) for color tiles. Construction of the dataset using numpy arrays in Python is straightforward. For example, 5 random elements where \(m = 200\), \(n = 16\), and \(k = 5\) are given in figure 1.

For \(m\) much larger than \(nk\) the euclidean distance between 2 elements is somewhat independent of \(m\). Interestingly, the dataset can be correctly clustered using a single linear function but popular algorithms such as DBSCAN[1] or K-Means[2] do tend to have trouble.

The dataset can also be used for supervised learning if required and elements can be created as needed and fed directly into a neural network for

*Copyright is held by the author/owner.
training without the need for storage. The dataset can be generalized in many ways including differing tile sizes, shapes, and colors, along with differing backgrounds.
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About

Over the last decade, security vulnerabilities in applications have increased at an alarming rate[1,2]. It is essential that software developers are trained in the skills required to understand and implement the principles of secure coding.

This set of assignments is for an undergraduate secure programming course in Python. Upon completion of the assignments, students build a secure small scale real-world application that incorporates the principles of secure coding including cryptography, network security, and data protection.

Assignments

In this set of assignments students incrementally build a flask website with a SQLite3 back-end database using Python. Over the course of the assignments, the students are required to secure personal data when received by the website and stored in the database, and secure all messages sent and received between users and their "boss." To make the assignment interesting to the students it is based upon secret agents using a website to post secrets to share with other agents and view secrets posted by other secret agents.

Outline of the module long set of assignments: (See Figure 1)
1. SQLite3 Database- Write a Python script that creates a table to store login and user information and adds records to this table
2. Basic Flask Website- Using Python and the Flask library, create a Flask website with the following pages: Home, Add a User, List Users, and Results.
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3. Role Based Access Control- Add role-based access control to the web site using a login screen and the security level of the user logged in.
4. Secure Data- Secure the personal data sent to and from the website as well as the data stored into the database.
5. Send/Receive Secure Messages- Send and receive secure messages between two different processes.
6. Send/Receive Authenticated Messages- Send, receive, and authenticate messages between two different processes.

![Figure 1: Assignment Flow](image)
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## Metadata

| Summary | • Create application in PyCharm  
• Implement the following: SQLite3 Database (using sqlite3 library), Basic Flask Website (using flask library), Role Based Access Control (using sqlite3 and flask libraries), Secure Data (using Crypto, Cryptodome, or Cryptodomex library), Send/Receive Secure Messages (using socketserver, socket, and sys libraries), Send/Receive Authenticated Messages (using Crypto, Cryptodome, or Cryptodomex library) |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Topics</td>
<td>Website development, creating and using a database in an app, principles of secure coding including cryptography, network security, and data protection</td>
</tr>
<tr>
<td>Audience</td>
<td>Students who have completed CS1</td>
</tr>
<tr>
<td>Difficulty</td>
<td>Medium – Depends upon the programming ability of the student</td>
</tr>
</tbody>
</table>
| Strengths | • **Applies security algorithms and concepts to an application:** Supports tactile hand-on learning  
• **Implementation of security algorithms is not required:** Supported by Python libraries  
• **Adaptability to different programming abilities of students:** Python is an easy programming language for students with a background in another programming language to pick up |
| Weaknesses | Students who miss one portion of the assignment can fall behind |
| Dependencies | IDE of choice (PyCharm) and version of Python |
| Variants | • Adapt to trigger message to be sent to other users based upon content or critical level  
• Adapt to track conversations threads with security so that users can only see the portions of the thread that they have permissions to see |