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An Analysis of Using Coral Many Small
Programs in CS1∗

Joe Michael Allen and Frank Vahid
Department of Computer Science and Engineering

University of California, Riverside
jalle010@ucr.edu, vahid@cs.ucr.edu

Abstract

Coral is an ultra-simple programming language designed to look like
pseudocode while resembling industry programming languages like C++,
Java, and Python. Coral was created specifically for learners and thus,
in 2019, our CS1 began teaching programming fundamentals with Coral
during the first 3 weeks before switching to C++ for the remainder of
the term. Our university already adapted a many small programs (MSP)
teaching approach which involves assigning students multiple smaller as-
signments instead of only giving them one large assignment each week.
In this work, we share our experience using a hybrid Coral/C++ MSP
approach versus a pure C++ MSP approach. We summarize similarities
and differences between student performance and other metrics such as
time spent, start date, and more. We found that instructors can use a
hybrid Coral/C++ approach to have an easier class startup while main-
taining high student grade performance.

1 Introduction

Introductory programming courses known as CS1, are known for their plethora
of problems leading to high student stress and high DFW rates. These high
numbers are a result of many different factors [9, 6, 7, 10]. These issues are
especially problematic for CS1 courses as they are essential to keep students
in the major, attract new students to programming, and to introduce non-
major students to the basics of programming. Like many other universities

∗Copyright ©2021 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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around the nation, our university has also struggled to find ways to alleviate
these issues. To try and remedy this problem, we began actively pursuing
intervention strategies to make our CS1 more accommodating to our students.

1.1 Many small programs (MSPs)

In 2018, we adopted a many small programs (MSPs) teaching approach. An
MSP teaching approach involves assigning students multiple smaller program-
ming assignments, typically 5-7, each week instead of only assigning one large
programming assignment (OLP) each week. Using an MSP approach allows in-
structors to give students more assignments to practice programming concepts
without overloading them with too much additional work. Previous research
[5, 4] has shown that using an MSP teaching approach can improve student
grade performance and decrease student stress. Other research has shown other
benefits such as earlier start dates, good time spent on programming assign-
ments, better exam preparation, and more. We have found success with this
approach and have received positive feedback from our students and our CS1
instructors.

1.2 Coral

In 2019, we tried another intervention technique: we taught our CS1 via a
hybrid approach of Coral and C++ together. Coral is an introductory web-
based, pseudocode-like language designed to help learners [1]. Coral is free
to use and resembles popular commercial programming languages like C++,
Java, and Python, allowing for a smooth transition between languages. The
language comes with a limited set of 7 instructions to help students focus on
the fundamentals of programming. Not only is Coral fully executable, it also
comes with a flow chart language to help visualize the execution of the code in
real-time.

The authors of Coral published an initial work showing Coral’s ease of use
and we decided to apply the language in our CS1 [8]. We had considered using
other introductory programming languages like Snap [3] or Scratch [2], but we
found they are not designed for a CS1 class. We began using Coral at the start
of the class and then switched midway to C++. This paper is written to share
our experiences and findings from our second time using this approach.
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2 Methodology

2.1 Course

We analyze a Spring 2020 CS1 course taught at our public research university.
Our CS1 typically serves around 300-500 students during a 10-week quarter
(fall, winter, spring) split into 3-5 sections of 80 students. All sections use
the same zyBooks interactive textbook and require students to complete the
same weekly participation activities (class readings), challenge activities (small
coding homeworks), and lab activities (programming assignments). Our CS1
regularly serves half computing major students and half non-major students.
The course is taught fully in C++ and covers basic input/output, variables,
expressions, branches, loops, functions, and vectors.

2.2 2.2 Experiment details

For one CS1 class section (hybrid Coral/C++ group) we taught Coral for the
first 3 weeks and then switched to C++ instead of the typical way of teaching
C++ for all 10 weeks (pure C++ group). Other differences between each group
include the instructors; however, they both have a very similar teaching style
and consistently earn similar marks on the end-of-quarter student reviews and
the midterm as hybrid group had a few additional Coral related questions. All
other class components were the same, including the lesson plan, interactive
online textbook, assignment deadlines, etc.

2.3 Data Collection

We asked zyBooks to provide us with a detailed log of all student activity for
our CS1 class. Student activity consists of develop runs, when a student tests
their code using zyBooks’ automated system, and submit runs, when a student
turns in their code for grading. Each log entry includes the activity name, an
anonymized user ID, a score, a max score, and a timestamp.

3 Student grade performance

We gathered gradebooks for each section and to calculate average scores on
weekly MSP assignments we gathered all student activity. Students that did
not submit any code for grading in a given week were excluded from calcula-
tions.

Results: Figure 1 shows our results. The pure C++ group data is shown
on the left bars and hybrid Coral/C++ group data is shown on the right bars.
The grade percentage is on the y-axis and the week number is on the x-axis. A
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Table 1: Student grade performance on all categories of our CS1 class

Class category Pure C++ Hybrid Coral/C++
Total class grade 88% 95%

Final exam 83% 88%
Midterm exam 83% 95%

Participation activities 94% 95%
Challenge activities 94% 95%

Lab activities 96% 93%

total grade average column is added to the end of the chart. Table 1 summarizes
the average grades for all class categories.

Figure 1: Grade performance results: Both the pure C++ group (avg. 96%)
and the hybrid Coral/C++ group (avg. 93%) scored equally well on MSP
assignments.

Figure 1 shows that both the pure C++ group (96%) and the hybrid
Coral/C++ group (93%) do equally well on weekly MSP assignments. Ta-
ble 1 also shows that both groups perform well in all categories of the class,
with the hybrid C++/Coral group slightly outperforming the pure C++ group.

4 Weekly MSP assignment metrics

We report results on various metrics related to weekly MSP assignments. For
each metric, calculations exclude students that did not attempt any lab activ-
ities for the given week. For all charts, the pure C++ group data is shown on
the left bars and the hybrid Coral/C++ group data is shown on the right bars.

4.1 Time spent

We expect students to spend around 3 hours working on lab activities each
week. To measure student time spent, we summed the differences between
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each activity timestamp; excluding differences greater than 10 minutes as we
considered the student to have taken a break or moved on something else. As
such, this data is likely an under-representation as students could have spent
that time studying or testing their code outside of the zyBooks IDE.

Results: Figure 2 displays our results. The total time spent is on the y-
axis and the week number is on the x-axis. A total time spent average column
is added at the end of the chart.

Figure 2: Time spent results: The hybrid group (avg 95min) spends slightly
more time working on MSPs each week than the pure C++ group (avg. 81
min).

Figure 2 shows that the pure C++ group (81 minutes) spends less time
working on MSPs each week than the hybrid Coral/C++ group (95 minutes).

4.2 Activity runs (develops / submits)

We sought to understand how students develop their code and how frequently
students test (develop run) and check (submit run) their code while working.
We gathered all student activity and calculated the average number of develop
runs and submit runs on weekly MSP assignments.

Results: Figure 3 displays our results. Develop runs are indicated by the
dark bars at the bottom and the submit runs by the light bars at the top. The
total number of develop/submit runs are on the y-axis and the week number
is on the x-axis. A total average column is added at the end of the chart.

Figure 3 shows that the pure C++ group develops less than the hybrid
Coral/C++ group, but submits more frequently. To fully understand the data,
a more in-depth analysis is required; however, since there are more develops
than submits on average, it seems like students show a healthy programming
practice of testing their code (developing) and then submitting.

4.3 Start date

Each assignment is due one week from the time it is assigned. We consider
starting at least 2 days prior to the assignment’s due date as healthy behavior.
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Figure 3: Activity run results: The pure C++ group (avg. 48dev / 24sub)
develops less and submits more than the hybrid Coral/C++ group (avg. 67dev
/ avg. 16 sub).

To calculate students’ average start date each week, we found each students’
earliest activity timestamp, calculated the difference between that and the due
date, and averaged the differences.

Results: Figure 4 displays our results. The number of days are on the y-
axis and the week number is on the x-axis. A total start date average column
and an adjusted total average column is added at the end of the chart to
account for a ‘grace period’ (late submissions allowed) during weeks 1 and 2.

Figure 4: Start date results: The pure C++ group (avg. 4.5days / 4.8days
adj.) begins working earlier than the hybrid Coral/C++ group (avg. 4.6days
/ 3.9days adj.)

Figure 4 shows that both groups begin working about 4.5 days before the
due date. Removing weeks 1 and 2 to account for the ‘grace period’, Figure
4 shows that the pure C++ students begin 4.6 days early whereas the hybrid
Coral/C++ students begin 3.9 days early (see ‘Avg (adj)’ column).

4.4 Pivoting

A pivot is when a student switches from one lab activity to another without
completing (scored 100%) the current one they are working on. Pivoting en-
ables students to score additional points when stuck or even use another lab
activity to help them solve the current problem they are facing.

Results: Figure 5 displays our results. The total number of pivots are on
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the y-axis and the week number is on the x-axis. A total pivot average column
and total pivot average adjusted column is added at the end of the chart to
account for the midterm in week 6.

Figure 5: Pivot results: The hybrid Coral/C++ group (avg. 2.4 / 2.2adj.)
pivots more than the pure C++ group (avg. 1.3 / 1.5adj.) each week.

Figure 5 shows that the hybrid Coral/C++ group (2.4) pivots more fre-
quently each week than the pure C++ group (1.3). Even after removing week
6 from the calculations to account for the midterm, the hybrid Coral/C++
group (2.2) still pivots more than the pure C++ group (1.5).

5 Conclusion

In this paper, we shared our experience using a hybrid Coral/C++ MSP teach-
ing approach in our CS1 class. We found that using a hybrid Coral/C++ ap-
proach did not harm student grade performance. We found that both groups
spent a healthy amount of time working on lab activities. We saw that students
in the hybrid group developed their code more and submitted their code less
frequently than the pure C++ group. Both groups start working about 4 days
before the deadline and both groups make good use of pivoting. This work is
not meant to conclude that one teaching approach is better, but rather to show
that both approaches work. Using a Coral/C++ approach to begin a CS1 class
does not harm students but can offer benefits such as having an easier time
teaching programming fundamentals when the class begins. As such, we will
likely continue using this approach in our CS1, and we encourage others to try
this approach as well.
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Progression Highlighting for
Programming Courses∗

Nabeel Alzahrani and Frank Vahid
Department of Computer Science and Engineering

University of California, Riverside
nalza001@ucr.edu, vahid@cs.ucr.edu

Abstract

New program auto-graders can provide a log file having an entry for
each student code run, either during development or when submitting for
points. Using that log file as input, we introduce "code progression high-
lighting" for instructors to gain visibility into a student’s programming
process. For any student, an instructor can view the student’s program
for every run, highlighted to show changes from the previous run (the
"progression"), and with statistics per entry like time spent, characters
changed, and current score. The progression highlighter opens several
new opportunities, like aiding instructors in helping students during of-
fice hours, allowing awarding points for good process (starting early, de-
veloping incrementally, etc.), detecting some cheating not detectable by
similarity checkers, and helping discover where students are struggling.

1 Introduction
Cloud-based commercial auto-graders continue to be adopted in more college
programming classes. Previously, most instructors graded programs manu-
ally. Some schools used custom-built auto-graders, or used the freely-available
Web-CAT tool [9]. In recent years, cloud-based commercial auto-graders have
appeared, such as zyBooks [6], Gradescope [16], Mimir [2], Vocareum [5], Code-
Lab [4], and MyProgrammingLab [3]. For example, zyBooks’ auto-grader was
released in 2016 and reports that in 2020 the tool was used in 2,000 classes

∗Copyright ©2021 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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Student ID Timestamp Code Link Run Score

102 1/1/20 9:20:03 URL1 Dev
102 1/1/20 9:21:15 URL2 Sub 4
102 1/1/20 9:30:10 URL3 Sub 5
101 1/1/20 9:32:49 URL4 Dev
101 1/1/20 9:33:40 URL5 Dev

Table 1: Example log file from an auto-grader (abbreviated).

by 100,000 students, with surveys indicating most classes previously did man-
ual grading [12]. Such tools give students instant feedback to improve suc-
cess, while eliminating most manual grading and hence conserving teaching
resources.

Cloud-based auto-graders can record every program submission run, includ-
ing the program source code, the date/time, and score. In fact, some auto-
graders provide a built-in IDE (integrated development environment) where
students develop and test their programs with their own input (vs. the in-
structor’s test cases as in a submission run), and thus every development run
can also be recorded. Such recording provides new opportunities of giving in-
structors a view into how their students develop their programs. We use the
zyBooks program auto-grader (aka ‘zyLabs’), which recently began providing
instructors with a log file, as in Table 1 (abbreviated). Each entry includes
the student’s ID number, a timestamp, a URL link to the run’s source code,
the type of run (develop or submit), the score received (for submit runs), and
more (not shown). A real class’ log file may have thousands of entries.

With the new availability of such log files, this paper describes a tool to
provide instructors with insight into a student’s programming behavior.

2 Progression Highlighting
Seeing only a student’s final program submission yields no information on the
student’s programming process, such as when the student started (early or
late), whether the student develop incrementally (vs. writing the entire pro-
gram and then running it), how the student debugged (methodically or haphaz-
ardly), and more. Instructors have long wanted more insight into the student
programming process, so they can better help students, provide points for good
process, see where students are struggling, and more.

To achieve such insight, some instructors have recently begun having stu-
dents maintain their code on GitHub, so instructors can see the code history.
But this approach has the drawback of requiring use of GitHub, which can be
a bit much for introductory classes.
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Instead, auto-grader log files provide a unique and new opportunity to
provide more insight to instructors. In our experience, one of the most desired
pieces of insight is a quick view of how the student’s program changed over
time, what we call the ‘progression’ of the program. Some tools, like that from
zyBooks, indeed make the source code for every run available to an instructor.
However, the difference between runs can be hard to see. Below, an instructor
may not notice the difference between the two program runs of a given student
(the code is abbreviated for space).

Table 2: Instructors cannot easily see differences in successive runs.

Thus, we created a tool to highlight changes between successive runs. For-
tunately, a library for highlighting text differences is available in Python lan-
guage, so we made use of that library [1]. We add key statistics next to each
entry. A simplified version of our progression highlighter appears below.

The table is for student 102 from Table 1. The first column shows each
run’s program code, with insertions/changes from the previous run highlighted
in yellow. The next column shows whether the run was a develop or submit,
followed by the score (for submits). The next indicates time in minutes since the
previous run, followed by total elapsed time (gaps of >10 minutes are assumed
breaks and ignored), and then the timestamp. The last column summarizes
differences, showing number of insertions, changes, and deletions. Not shown
is a column showing the previous run’s code with deletions highlighted in red.

Our tool takes a log file in a format similar to Table 1, which is the format
from zyBooks (and hence immediately usable by thousands of classes that
already use zyBooks), but other commercial or custom auto-grader can have
their log files auto-converted to that format for importing to our tool as well.
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Table 3: The progression highlighter’s output (simplified).

Highlighting, and some statistics, are available from program version control
systems like Git [7], Subversion [11], CVS [13], and Mercurial [14]. Our ap-
proach doesn’t require use of such version control tools; students simply develop
and submit using their class auto-grader. Also, our statistics are specifically
intended for instructors, so include items not found in most version control sys-
tems. And, we estimate time spent, which is usually lacking in version control
systems.

3 Applications and Experiences
The progression highlighter can be applied by instructors in many ways, some
of which we have begun doing in our own classes. Note: The progression
highlighter works best if students do all development in the auto-grader’s IDE.
But, for courses that want students using an external IDE, instructors can
require frequent submissions, such as every 20 minutes or every 20 lines of
code (for example).

One application is to bring up a student’s highlighted progression for a
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student who has come to office hours in need of help. The progression gives
the instructor a powerful view of the student’s programming process. Did the
student start early or late? Are they developing incrementally or writing large
pieces of code all at once? Are they testing their created functions first or just
using them untested in their larger code? A related application is to enable
instructors to give points for good programming process, such as for starting
early, developing incrementally, or testing thoroughly – all readily visible via
observing a student’s progression (and potentially automatable as well).

Another application is cheating detection or prevention. An instructor can
sort students by time spent, and investigate progressions for students who
spent little time, to see if they simply copy-pasted a solution. By showing
students the progression highlighter tool in class, and requiring frequent devel-
op/submits using the auto-grader, students may be less tempted to copy-paste
a solution. Also, with a MOSS-like [15] similarity checker that flags similar
code, instructors can use the progression highlighter to investigate further. We
have found some cases where for a flagged student pair, the first student has a
normal progression leading to full points, and then a second student submitted
that same code soon after – increasing confidence of cheating. But we’ve seen
cases where the flagged students had independent progressions that led to sim-
ilar code, decreasing confidence that cheating occurred (especially for smaller
programs where similar solutions may be common).

Yet another application is to help us to determine what coding mistakes
caused students to struggle. Previous research described the most common
mistakes [8, 10], but just because a mistake is common does not make the
mistake bad; much learning comes from making and then fixing mistakes. In
contrast, some mistakes cause students to struggle, which means the student
cannot find their error, resulting in numerous runs, excessive time spent, and
frustration. Frustrated students are more likely to resort to cheating, or to give
up on the assignment, which may eventually lead to failing grades or dropping
the class as well.

We experimented with detecting such struggle using the progression high-
lighter. For each of 5 selected programming assignments that we assigned in
Spring 2017, we uploaded the auto-grader’s log file into our tool. We sorted by
time, which is one measure of struggle for the students who spent more than
30 minutes. We discovered the errors in Table 4 were common logical errors
that caused struggle.

Using the tool, we only needed tens of minutes per program to find common
errors. In contrast, in the previous summer we did a similar analysis but that
took us several weeks, since we had to manually examine code without the
benefit of the progression highlighter, which not only took longer but was also
tedious.
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Table 4: Common logical errors among strugglers, found in just tens of minutes.

4 Conclusions
This paper introduced a tool for instructors of programming classes that takes
as input a log file from a program auto-grader, and then for any student,
provides a table showing the student’s progression through the programming
process. Each table entry shows each run’s code, with highlights showing
insertions/changes, plus statistics for that code like time spent, number of ad-
ditions/deletions, and score. The tool enables new capabilities for instructors,
like providing better help, giving points for good process, detecting (and even
better, preventing) some cheating, and determining common causes of struggle.
We look forward to seeing how instructors use this tool to improve their classes
and to conduct future research.
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Abstract

The increase in the number of cybersecurity attacks on Industrial
Control Systems (ICS) creates an increased demand for qualified cyber-
security professionals. Training qualified professionals for ICS cyberse-
curity is costly and currently not scalable. In this article, we present
vWaterLabs, an easily replicated, and pedagogically sound set of labs for
ICS cybersecurity education.

1 Introduction
The need for educational institutions to train cybersecurity professionals, in-
cluding specialized training for cybersecurity of Industrial Control Systems
(ICS), is at an all time high. A recent cybersecurity report shows an in-
crease in cyber-attacks against Ethernet enabled ICS of approximately 30%
from 2018 to 2020 [8]. This increasing growth of Ethernet enabled ICS devices
creates additional attack opportunities [2], and since educational institutions
are struggling to keep up with the demand for cybersecurity professionals a
fresh solution is needed.

∗Copyright ©2021 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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Currently, most educational institutions have well-defined Computer and
Network Security labs [5]; however, educational institutions typically have only
minimal instruction of ICS cybersecurity. Furthermore, a set of well-defined
ICS labs, similar to the well-defined Computer and Network Security labs, do
not exist. This proposed solution seeks to change this paradigm.

1.1 Proposed Solution

We developed vWaterLabs, a fully virtualized set of labs for ICS cybersecurity
education. vWaterLabs was implemented as effective, economical, shareable,
and widely available educational resources for hands-on ICS cybersecurity ed-
ucation and training with the following objectives: (1) Create replicable, easily
deployable, and cost-effective hands-on learning; and (2) Satisfy the Centers
for Academic Excellence in Cyber Defense Education Industrial Control Sys-
tems Knowledge Units through pedagogically current labs. The labs are found
at https://github.com/ICSSecurityLabs

1.2 Contribution

The contributions of this article are: (1) Pedagogical analysis of the knowledge
and skills needed for water-focused ICS cybersecurity practitioners; (2) Design
considerations and decisions for easily reproducible labs for water focused ICS
cybersecurity education; and (3) Introduction of Programmable Logic Con-
trollers (PLC) programming and Modbus injection and mitigation lab that
uses the vWaterLabs virtual ICS testbed.

A separate article, titled vWaterLabs: Design and Characteristics of a Vir-
tual Testbed for Water-focused ICS Cybersecurity Education, describes the fol-
lowing contributions: (1) Analysis of the characteristics of educational and
water focused ICS testbeds; (2) Design details of a virtual and cost effective
testbed for ICS cybersecurity education focused on water systems; and (3)
Introduction of an ICS vulnerability assessment lab implemented using the
vWaterLabs virtual testbed.

Our ultimate goal is that vWaterLabs will provide instructors and students
hands-on understanding of the approaches, techniques, and tools used to pro-
tect today’s ICS systems related to water processing.

1.3 Overview of this Article

The rest of this article is organized as follows: Section 2 describes the pedagog-
ical foundation required for ICS cybersecurity education. Section 3 describes
the design of the lab framework. Section 4 introduces one ICS cybersecurity
lab. Section 5 presents the conclusion and future work related to vWaterLabs.
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2 Pedagogical Analysis of the Knowledge and Skills for
Water-Focused ICS Cybersecurity

To define the pedagogy required for vWaterLabs, a search was conducted us-
ing Google Scholar, IEEE Explore, and the ACM Digital Library, for papers
between 2010 to 2020. The search phrases included: [“ics education” “in-
dustrial control systems education” “ics labs” “industrial control sys-
tems labs”]. The search resulted in a total of 50 papers, and after review five
papers were selected.

Of the five papers selected, three primary student learning objectives were
identified. Antonioli et al., Čeleda et al., Green et al., and Sitnikova et al.
[1, 9, 4, 7], discussed teaching fundamental cybersecurity concepts. Gao et al.
and Čeleda et al. [3, 9] discussed teaching ICS fundamentals. The identified
learning outcomes, with corresponding concepts, include:

• Cybersecurity Fundamentals
– Confidentiality, Integrity, Availability (CIA)
– Authentication, Authorization, Accounting (AAA)
– Network traffic, monitoring tools, firewalls, malware, intrusion de-

tection, cryptography, certificates, digital signatures, threats, etc.

• ICS Hardware and Programming
– Supervisory Control and Data Acquisition (SCADA), PLCs
– Ladder Diagram (LD), Function Block Diagram (FBD)

• ICS Protocols
– Modbus, Distributed Network Protocol (DNP3), Process Field Bus

(PROFIBUS), Process Field Net (PROFINET), BACnet

3 vWaterLabs Characteristics for Virtual Labs
vWaterLabs was designed based on a real-world ICS wastewater treatment
facility using the ANSI/ISA-99 reference model. The lab exercises require:

• Zones and Network - Antonioli et al. and Čeleda et al. [1, 9], discussed
integrated labs exercises containing Ethernet connected zones, including:
– Level 0: Production I/O Network;
– Level 1: Control Network of PLCs;
– Level 2: Supervisory Control Network with Human Machine Inter-

face (HMI);
– Level 3: Corporate Network.

• ICS Protocols - The labs will allow students hands-on experience with
multiple ICS protocols.

• Virtualization - The labs will be virtual, allowing for exercise replica-
tion and synchronous participation of multiple individuals.
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• Bloom’s Taxonomy - The labs will be based on Bloom’s Taxonomy.
Plumley and Yardley et al. [6, 10] state Create, Evaluate, Analyze,
and Apply require hands-on activities, where Understand and Remember
occur via lecture-oriented teaching.

4 vWaterLabs Hands-On Lab: PLC Programming and
Modbus Injection

Multiple ICS cybersecurity labs were built to create a foundational set of labs
similar to the Syracuse SEED Labs [5]. Each lab requires approximately two
hours to complete and is a combination of lecture with hands-on application.
These labs are best completed as part of a virtual testbed.

This lab’s learning objectives include: (1) Understand PLC and HMI com-
ponents; (2) Introduce PLC programming; (3) Use Wireshark to understand
ICS traffic; (4) Understand the Modbus protocol; and (5) Perform a Modbus
injection attack.

This lab provides an introduction to ICS and PLCs. First, students learn
PLC logic and programming through a series of progressive exercises. This ex-
ercise starts with basic LD programming and progresses to controlling multiple
inputs and outputs. Figure 1 illustrates a LD challenge. The challenge states
Given all I/O is in the ‘0’ state, except for input, what will the value of output
be after this LD is done running?

Figure 1: Ladder Diagram Programming Example

Next, the lab focuses on understanding both ICS network traffic and the
Modbus protocol. Figure 2 illustrates the network configuration for this lab,
which contains three virtual machines configured on the same subnet, and
disconnected from the internet. The students use Wireshark to examine packets
for ICS network traffic. Based on this traffic, there are a series of progressive
questions that the students must answer to demonstrate their understanding
of the ICS network traffic and the Modbus protocol.

Once the students have demonstrated an understanding of the ICS network
traffic and the Modbus protocol, the students move on to using pyModbus and
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Figure 2: The Virtual Machines Network Configuration

IPython to read setpoints from a provided system. Similar to previous portions
of the lab, students must demonstrate an understanding through a series of lab
questions, and a series of values that must be displayed to the HMI.

Based on the student’s understanding of pyModbus and IPython, the stu-
dents are asked to program an injection attack that turns on a tank overflow
light regardless of the tank level. Finally, the students complete the lab by
writing a summary lab report.

5 Conclusion and Future Work
This article introduced vWaterLabs: Developing Hands-On Laboratories for
Water-focused Industrial Control Systems Cybersecurity Education. We pre-
sented the design and pedagogy for a set of ICS cybersecurity educational labs.
We also introduced a single hands-on lab, to illustrate the content contained
in our foundational set of ICS cybersecurity educational labs.

Currently, the students download and configure multiple virtual machines
before the lab can be completed. Future work will include moving these virtual
machines to headless Docker containers, which should remove the configuration
problems currently experienced by some students.
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