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A Scalable Approach for Detecting Exam
Similarity in CS Courses∗

Niema Moshiri
Computer Science & Engineering
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Abstract

During the COVID-19 pandemic, CS courses at many institutions
faced a sudden shift to fully-online instruction. Despite this shift in
modality, many courses continued to administer single-student exams
to assess student learning, yet these online exams typically lacked the
ability to proctor students to enforce rules against collaboration. We
describe a scalable approach for detecting exam similarity in online ex-
ams. The approach involves an Exam Similarity Score we define, and
it includes empirical and theoretical approaches for gauging significance
in the distribution of pairwise similarity scores across the class. We
then present our experiences from utilizing the approach in an Advanced
Data Structures course across two quarters, with more than 400 stu-
dents in each offering of the course. We show that the approach was
able to successfully detect cases of exam collaboration without signif-
icant investigative effort from the course instructional staff. An open
source Python implementation of the approach can be found on GitHub:
https://github.com/niemasd/MESS

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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1 Introduction

As COVID-19 spread rapidly throughout the world, the majority of universities
suddenly shifted to fully remote course instruction. As a result of limited
time to adapt, many instructors continued to administer single-student exams
reminiscent of those utilized in-person. To combat cheating, many universities
employed remote proctoring services, but student reception to such platforms
was mixed, with some students comfortable with the surveillance and others
feeling as though their privacy had been infringed upon [5].

The following question naturally arises: Can instructors detect exam collab-
oration purely from student responses? An intuitive approach is to compare the
exams of all pairs of students and explore instances of surprisingly high similar-
ity in responses: students who collaborated may have a higher-than-expected
proportion of identical responses. Further, similarities in correct responses are
expected, but excessive similarities in incorrect responses may be more telling.

In this paper, we describe a scalable approach for detecting exam simi-
larity in online exams, which involves an Exam Similarity Score we define.
We include empirical and theoretical approaches for gauging significance in
the distribution of pairwise similarity scores across a class. We then present
our experiences from utilizing the approach in an Advanced Data Structures
course across two quarters, with over 400 students enrolled in each offering of
the course. We show that the approach was able to successfully detect cases
of exam collaboration without significant investigative effort from the course
instructional staff, relying solely on exam responses submitted by the students.

2 Related Work

Lin and Levitt proposed a scalable algorithmic approach for detecting highly
similar exams by modeling a student’s answer on a particular question using a
multinomial logit and computing the theoretical expected number of matching
correct and incorrect responses [4]. When the authors applied their algorithm
to exams in a general science course, they found strong evidence of cheating by
a large proportion of students in the class, and they concluded that students
studying together could not explain their findings. Further, they found that
matching incorrect answers proved to be a stronger indicator than matching
correct answers. However, their approach was limited to multiple choice ques-
tions with at most four options, whereas in CS courses, exam questions typically
rely heavily on problem-solving with open-ended responses (e.g. mathematical
or short-answer questions). Further, the authors only describe the approach:
they do not provide a tool that implements the approach for general use.

Our work expands upon this approach by generalizing to any arbitrary
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question type for which instructors can compare responses for equivalence. This
benefits instructors in terms of exam assessment design as well as reduces the
chance of spurious identical incorrect student responses on non-multiple-choice
questions (which may improve signal of similarity detection). Further, our work
provides a statistical test for determining significantly high similarity scores,
with multiple user-selectable choices for multiple hypothesis test correction
(e.g. Bonferroni [2] or Benjamini-Hochberg [1]).

3 Methods

3.1 Exam Similarity Score (ESS)

Let Q denote the set of all questions on the exam, and let |Q| denote the total
number of questions on the exam. Let w(q) denote the number of students
who submitted an incorrect response for a given question q ∈ Q. For a given
pair of students x and y who submitted the same incorrect response for a given
question q ∈ Q, let d(q, x, y) denote the number of students who submitted a
different incorrect response for q. Let p(q, x, y) = d(q, x, y)/w(q) if students
x and y submitted the same incorrect response for question q ∈ Q, otherwise
p(q, x, y) = 0 (e.g. if x or y submitted correct responses, or if x and y submitted
different incorrect responses). We define the Exam Similarity Score (ESS)
between students x and y as follows:

S(x, y) =

∑
q∈Q p(q, x, y)

|Q| (1)

The ESS has a minimum of 0, which implies no identical incorrect responses,
and a maximum that approaches 1, which implies identical and unique incorrect
responses on all exam questions.

3.2 Similarity Significance Detection

The ESS motivates a simple systematic approach for detecting exam similarity:
compute the ESS across all pairs of students, sort pairs of students in descend-
ing order of ESS, and select pairs of students with statistically significantly
large scores to investigate further as suspected cases of potential collaboration.
However, a critical question arises: how does one determine an ESS threshold
above which scores will be deemed as “significantly large”?

In a hypothetical course with infinite students, assuming that the vast ma-
jority of the possible pairs of students did not collaborate on an exam, we
would expect the distribution of ESSs computed across all pairs of students
in the class to fit closely to the null distribution, with pairs of students who
did collaborate appearing as outliers with larger ESSs than one would expect.
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As the number of students decreases, the fit would worsen, especially at the
ends of the distribution due to reduced sampling. We explored the empirical
distributions of ESSs for the Midterm and Final Exams across two offerings of
an Advanced Data Structures course, both with over 400 enrolled students. As
expected, when the distributions are plotted in log-scale, the ends of the dis-
tributions are noisy, but there is a consistent close-to-linear stretch for central
values of the ESS distribution (Fig. 1, dashed).
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Figure 1: Kernel Density Estimates (KDEs) of Exam Similarity Scores
(dashed), and Probability Density Functions (PDFs) of best-fit Exponential
distributions (solid).

The Probability Density Function (PDF) of an Exponential distribution
with rate parameter λ and location parameter µ is the following:

fX(x) = λe−λ(x−µ) (2)

Therefore, the log of the PDF of an Exponential distribution with rate
parameter λ and location parameter µ is the following:

log (fX(x)) = log
(
λe−λ(x−µ)

)
= log (λ)− λ (x− µ) (3)
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Thus, given a line y = mx+b regressed from the log of the KDE (log-KDE)
of samples from an unknown Exponential distribution, the parameters of the
Exponential can be estimated as follows:

λ = −m and µ =
log (λ)− b

m
(4)

This motivates a simple approach for computing theoretical p-values for
ESS values computed from all pairs of students:

1. Compute the KDE of the distribution of ESSs

2. Regress a line from the near-linear segment of the log-KDE

3. Estimate the Exponential parameters from the line

4. Compute p-values from the Exponential distribution

The statistical test is one-sided: specifically, the p-value associated with a
given ESS x is the probability of observing an ESS greater than or equal to x
purely by chance. Therefore, the p-value for a given ESS x is simply the area
under the Cumulative Distribution Function (CDF) of Exponential(λ, µ) for
the range X ≥ x.

When we compute a p-value for every possible pair of students and check
each p-value for statistical significance, we are performing multiple simulta-
neous hypothesis tests. To control the False Discovery Rate (FDR), we can
perform a correction (e.g. Bonferroni [2] or Benjamini-Hochberg [1]) to com-
pute an FDR-controlled adjusted p-value, also known as a q-value. The result-
ing q-values can be compared against a statistical significance threshold, e.g.
q ≤ 0.05, to provide an automated similarity detection algorithm.

3.3 Tool Implementation

We have implemented the exam similarity significance detection approach, in-
cluding multiple hypothesis test correction in the form of q-value calculation,
as an open source cross-platform Python tool that depends on NumPy [3],
SciPy [6], and seaborn [7]. The tool is available on GitHub: https://github.
com/niemasd/MESS

The tool takes as input a spreadsheet containing the student responses
in the TSV (tab-delimited) format. The top row is a header row, and each
subsequent row of the spreadsheet corresponds to a single student. The leftmost
column should contain a unique student identifier (e.g. email address, student
ID, etc.), the second leftmost column should contain a comma-separated list of
questions the student answered correctly, and each remaining column should
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correspond to a single exam question: cell (i, j) of the spreadsheet (excluding
the two leftmost columns and the top row) should be the response student i
submitted for question j. All popular platforms for recording exam responses
(e.g. course LMS, Google Form, etc.) are supported by the tool as long as
spreadsheets are downloaded in or converted to the described TSV format.
We will provide helper conversion scripts for popular exam platforms. Note
that the tool does not distinguish between questions and sub-questions: each
prompt for which the student submits a single response is considered to be a
single “question” by the tool.

The tool outputs a spreadsheet in which each row represents a single pair
of students and which has the following columns: (1) student 1 of the pair,
(2) student 2 of the pair, (3) the ESS computed from the pair, (4) the p-
value of the ESS, and (5) the q-value obtained by adjusting the p-value for
multiple hypothesis test correction. The tool also outputs a figure containing
the KDE of the ESS distribution along with the PDF of the best-fit Exponential
distribution, as depicted in Figure 1.

4 Results

We utilized the described Similarity Significance Detection approach to detect
collaboration in the Midterm and Final Exams administered in the Winter and
Spring 2021 offerings of an Advanced Data Structures course, with each course
offering having over 400 enrolled students. As can be seen in Figure 1, the
PDF of the Exponential distributions estimated from the near-linear segments
of each distribution easily distinguish the bulk of the ESS distribution from
visually clear outliers.

Further, when using the Benjamini-Hochberg approach for multiple hypoth-
esis test correction [1], the similarity detection algorithm did not yield any False
Positives: every pair of students that had a corrected q-value below a threshold
of 0.05 was ultimately found responsible for violating Academic Integrity on
the respective exam by the university’s Academic Integrity Office. However,
the automated similarity detection algorithm yielded a few False Negatives,
i.e., pairs of students whose ESS values, despite visually appearing to be out-
liers and ultimately being found responsible by the Academic Integrity Office,
did not pass our filtering criterion of q ≤ 0.05.

Ultimately, using a combination of the automated q-value threshold algo-
rithm and manual visual inspection of the ESS distribution, we were able to
detect 14 and 12 pairs of students who collaborated on at least one exam in
the Winter and Spring 2021 offerings of the course, respectively. Importantly,
this required less than one hour of manual inspection of students submissions
from the course instructor for each exam.
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5 Discussion

We found that the exam similarity detection approach described in this
manuscript worked quite well: in Advanced Data Structures classes with over
400 students (and thus over 80,000 possible pairwise comparisons), the ap-
proach was able to quickly (and, with no False Positives and 5–10 False Neg-
atives, automatically) detect exam collaboration purely from similarities in
student responses to exam questions. Importantly, this approach required very
little manual labor from the course instructional staff: the Python tool bubbled
up pairs of students with surprisingly large ESS values, and manual inspection
of the complete exams of just those few pairs led to discovery of collaboration.

Importantly, the approach leverages itself nicely to the open-ended problem-
solving nature of problems typically seen in CS exams: by designing questions
in which the range of possible incorrect responses is quite large, any identical
incorrect responses submitted by a pair of collaborating students will be rea-
sonably unique with respect to the class (at least more so than in the case of
multiple choice questions), which will yield even larger ESS values.

A key limitation of this approach is that it assumes that an Exponential
distribution is an appropriate model for the distribution of ESS values, but
as can be seen in Figure 1, even the left end of the true distribution deviates
from the theoretical PDF of the estimated Exponential. Further, for the bulk
of the distribution, the PDF of the estimated Exponential is actually above
the true distribution, meaning the estimated p-value (and corrected q-value)
for a given ESS value is actually an over -estimate. This likely explains the
False Negatives when using a filtering criterion of q ≤ 0.05. This limitation
can be improved upon in multiple ways in future work. First, the definition
of the ESS was largely motivated by intuition, yet simple modifications to or
extensions of the ESS may yield a probability distribution that better fits an
Exponential distribution. Further, the Exponential distribution was chosen
because its PDF is a reasonably close fit to the observed KDE of ESS values
and is quite simple to estimate from data, but a more complex yet better-
fitting probability distribution can be proposed to define the distribution of
ESS (or an extension/modification of ESS) under the null hypothesis. Lastly,
the proposed approaches of estimating the rate parameter λ and the location
parameter µ were selected due to their simplicity, but the estimation of the
location parameter µ can be modified to yield slightly reduced values (i.e., the
PDF would shift downwards), and/or the the estimation of the rate parameter
λ can be modified to be slightly increased (i.e., the PDF would be steepened):
the result would be a PDF that doesn’t quite match the linear portion of the
empirical KDE as nicely as with the simple estimation approach, but that may
better capture the right tail of the distribution, which is the only region of
interest when detecting exam similarity significance.

14



Further, the ESS ignores instances in which a pair of students submitted
correct responses. However, in CS exams, it is common to include open-ended
questions that may have multiple possible correct answers. For example, in
an Advanced Data Structures course, one might ask the student to provide a
single element that, when inserted into a given AVL Tree, will result in a spe-
cific number of AVL rotations. Such questions are not only good pedagogy in
terms of testing students’ fundamental understanding of the concepts, but the
variation in possible student responses may provide insights into potential col-
laboration: if two students have identical correct responses that are reasonably
unique compared to the rest of the class on multiple questions on an exam,
they may have collaborated. One could imagine an extension of the ESS that
accounts for uniquely identical correct responses as well.

Lastly, the ESS only checks for response equivalence, but one could imagine
an approach that utilizes a distance metric (e.g. Hamming or Edit Distance for
text, or Euclidean Distance for numerical). However, it is likely that appropri-
ate distance metrics will be unique to individual questions based on the space
of theoretically possible reasonable responses to the question, so it is unclear
if such an approach would be generalizable to arbitrary exams.

6 Conclusion

In this paper, we defined an Exam Similarity Score (ESS) and described a
scalable approach for detecting exam similarity in online exams using the ESS.
We then presented our experiences from utilizing the approach in an Advanced
Data Structures course across two quarters, with more than 400 students in
each offering of the course. Our work shows that it is possible to detect col-
laboration on exams solely from student-submitted responses, and we believe
that this work and any downstream works expanding upon it can improve the
detection of academic dishonesty in online exams without the need for remote
proctoring services or other forms of real-time student monitoring.
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Abstract

The ultimate goal of this work is to increase student engagement in
a CS1 course. This is done by creating incremental and related labs and
programming assignments via backward design. The approach results in
a cohesive series of assessments where students do not need to relearn
the application domain each and every time. A new feature for the final
product is incrementally introduced based on the relevant topic covered
in class. A survey taken at the end of the semester shows that students
were receptive to this approach; over 90% of the students indicated fa-
voring this approach.

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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1 Introduction

The goal of this work is to develop a series of programming assessments that are
related but where each is unique in exercising a different topic in a CS1 course.
We apply backward design [1, 2] by identifying the goal of the final product,
focusing on a particular topic according to course coverage, and designing sep-
arate programming assessments administered throughout the semester making
sure that each contribute to the final product. In CS, many approaches have
been taken to increase student engagement including using real-world assign-
ments [3], flipped classrooms [4], and blended learning [5]. The traditional
approach to designing and planning units of instruction has been: (1) identify
a topic or chunk of content that needs to be covered; (2) plan a sequence of
lessons to teach that content; and (3) create an assessment to measure the
learning that should have taken place in those lessons. In this traditional ap-
proach, the assessment (labs or programming assignments) are an afterthought;
planned after the lessons have been created and most likely delivered. This
innovation reverses the procedure by (1) first deciding and identifying what
students should know at the end of the semester; (2) then assessments (in the
form of labs and programming assignments) are created to measure that learn-
ing; and lastly, (3) lessons are planned to successfully complete each of the
programming assignments.

It is evident that in order for this to be orchestrated well, careful planning on
the sequence of labs and programming assignments is required. The individual
tasks each need to be self-contained but also contribute to the final product.

2 Motivation and Background

The motivation for trying the aforementioned approach is to increase student
engagement in a freshman-level programming course. As CS educators, we
know that student success hinges heavily on course delivery techniques; the
other contributing factor is the student’s own interest and personal motivation.
To help the former aspect, we, as concerned educators, look for different ways
to improve our pedagogy. Developing practices to help student engagement
is crucial, especially for freshman-level courses, because it is usually the time
during a student’s career in college when they decide to stay in the major or
switch majors. In creating interesting lessons and assessments throughout the
semester, we hope to pique the student’s interest, and make them enthusiastic
about the field they have chosen.

CS 115, Fundamentals of Computing II, is a follow-on course to CS 114,
Fundamentals of Computing I. In CS 115, we build on top of the basic program-
ming essentials (variables, loops, conditionals, classes, and arrays) by delving
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into attributes of object-oriented programming and more advanced constructs
(inheritance, abstract classes, polymorphism, recursion, exceptions). In CS 114
and CS 115, deliverables typically include several programming assignments,
projects, or assessments. Usually, these are disparate and unrelated projects
exercising different programming fundamentals. The goal is to unify these as-
sessments and form a cohesive and unifying theme to tie different programming
assignments throughout the semester so that students do not need to be intro-
duced to a new domain (new game, new requirements, new perspectives, etc.)
every week or so. This promotes student engagement in that they are already
familiar with the domain (what the problem is) and only need to focus on how
to approach the problem (how to solve the problem).

Following Fox and Doherty’s work [6] where they clearly specify student
learning outcomes; create meaningful assessments; and make sure of strong
project management, we start by listing our learning outcomes for CS 115:(1)
Exercise algorithmic thinking; (2) Declare and perform fundamental opera-
tions on a two-dimensional array; (3) Understand the characteristics of an
object-oriented programming language; (4) Apply the object-oriented design
methodology to solve a problem and to take an object-oriented design and code
it in Java; (5) Understand and use interfaces, polymorphism and inheritance;
(6) Implement exception handling, write code that throws an exception, and
write an exception handler; and (7) Implement file I/O.

CS 115 is a second course in a series of a three-course sequence, CS 114,
CS 115 and CS 220 (Data Structures). This innovation ultimately affects
those students moving into the next course, CS 220, with better retention
and students becoming more excited about the field they have chosen. This
approach was implemented in Spring 2021 with 12 students responding (out of
the 13 enrolled) to the end-of-semester survey in CS 115. A summary of data
collected is presented.

3 Backward-Designed Strategy and Assessments

To accomplish the curriculum planning, we chose to use the game Nonogram
[7] (also known as Picture Crossword or Picross, among others) as the general
theme for the semester. At the end of the semester, students complete a ro-
bust program that allows a user to play a Nonogram puzzle (complete with a
graphical user interface) using all the building blocks collected throughout the
semester via programming assessments they have already completed.

In the Spring 2021 semester, we implemented a series of programming lab-
oratories and assignments to innovate the pedagogy in CS 115. This was a
standard 14-week course which met twice a week. Course content is as pre-
scribed by the department and covered more advanced object-oriented tech-
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niques, along with some non-object-oriented-focused constructs like sorting,
searching, and file I/O using Java as the base programming language.

Students’ assessments for the course included labs, assignments, quizzes,
and tests. Their final product uses bits and pieces of code assigned throughout
the semester as labs or other assignments. Labs are meant to be completed
while in class with a partner to exercise pair programming. They do not
account too much of the student’s final grade because of the nature of the
work assigned. However, two of the five labs assigned will help them complete
the final program (Assignment 4). Quizzes are take home and given frequently.
There were short assessment reviewing the lesson of the day. Thirteen quizzes
were administered all together. Assignments are long-term work, assigned to
be completely individually. Four assignments were distributed throughout the
semester with the last one as the culminating task to wrap up the Nonogram
implementation. Tests are hour-long, in-class assessments to make sure that
students determine whether students have learned what they were expected to
learn.

Out of the 6 labs and 4 assignments, 6 of these (2 labs and 4 assignments)
were assessments that contribute to this backward-designed approach (refer
to Table 3). Certain learning goals did not lend themselves directly to the
development of the game, so these exceptions were given as labs (remaining 4
labs).

Table 1: CS 115 Assessments Based on Nonogram

Lab/Assignment Week # Goals/Tasks
Assignment 1 2 Develop clues for each row and each column
Lab 2 5 Create puzzle interface
Assignment 2 7 Present the puzzle solution using GUI
Assignment 3 9 Read puzzle solutions from a file
Lab 5 12 Recursively read file folders
Assignment 4 13 Implement a playable game

4 Student Feedback

In order to measure the effectiveness of the backward-designed assessment
approach, three additional 5-point Likert-scale items were added to end-of-
semester course evaluation surveys:

1. Nonogram theme: Using a common theme (Nonogram) helped me think
about each individual lab or assignment because the puzzle is familiar
after the first introduction.
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2. Additional Nonogram Features: I plan to add more features to my final
Nonogram project on my own.

3. Nonogram in resume: I am proud of my Nonogram project and will
include this in my resume when looking for an internship or a job in the
future.

The first question evaluates students’ perspective of the cohesiveness of the
labs and assignments, while the last two questions evaluates students’ future
intent and, hopefully, gives an idea of their engagement albeit most students
think the game is lame and is not something an 18- or 19-year old might prefer
to spend time playing. 92% responded, 12 out of 13 student.

As one can see on Figure 1, an overwhelming number of students reacted
positively to using the same theme over and over throughout the course of
the semester; 11 out of 12 students agreed or strongly agreed to the use of
the same domain. The second question which asks whether students would
spend their summer or free time working on the same project by adding their
own features did not receive as good feedback; 3 out of 12 students disagreed
or strongly disagreed. This was to be expected since most students view this
as an academic endeavor and the choice of type of game might not be their
cup of tea. Other reasons might be that students already have made plans
for their summer break. The last question asked whether students would be
proud enough to advertise this work in their resume; surprisingly enough, 10
out of 12 students agreed or strongly agreed. This is a strong indication that
students are satisfied and proud of their work so much so that it deserves to
be mentioned in their resumes.

Figure 1: Nonogram-specific CS 115 Survey Results
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5 Conclusion and Future Work

A common thread to most, if not several, programming assessments appear to
have an impact on student engagement. This theme-based series of assignments
and labs was born out of a backward-designed approach to create lessons and
assessments. From our experience, students were receptive to having the same
domain appear several times throughout the semester, helping create a common
thread to their labs and assignments.
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Abstract

We present a supplement to traditionally-taught topics with experi-
mental explorations of algorithms.

1 Introduction

Algorithms courses are traditionally taught with an emphasis on general design
techniques (like divide-and-conquer and dynamic programming) and the formal
analysis of algorithms, e.g., see [8, 10, 14]. This is a valuable part of Computer
Science education, which we are not proposing replacing. Instead, we are
proposing here how one might supplement traditional algorithms instruction
with projects or even an entire course in experimental algorithmics.1

Experimental algorithmics [18] studies the design, implementation, and ex-
perimental evaluation of algorithms and data structures. This topic has its own
journal (JEA), which began in 1996 [19], its own U.S. conference (ALENEX),
which began in 1999 [9], and its own European conference (SEA), which began
in 2003 [11]. Experimental algorithmics can provide insights into the perfor-
mance of algorithms that go beyond formal analysis, to address issues such

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made 
or distributed for direct commercial advantage, the CCSC copyright notice and the title of 
the publication and its date appear, and notice is given that copying is by permission of the 
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires 
a fee and/or specific permission.

1See https://www.ics.uci.edu/~goodrich/teach/cs165/ for a syllabus, schedule, lec-
ture slides, readings, and detailed projects for a recent offering of our course.
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as “real world” running times, the size of constant factors, and how well an
algorithm achieves various optimization goals. Algorithm engineering and ex-
perimentation is also a useful skill for practicing computer scientists, as it can
lead to better theoretical analysis and it can also demonstrate where such anal-
ysis is misleading, e.g., see [25]. Further, students using formal analysis alone
may not fully appreciate how asymptotic running times manifest themselves in
the real-world performance of algorithms. We describe in this paper method-
ologies for supplementing traditional algorithms instruction with modules or
even an entire course in experimental algorithmics.

Our methodologies and modules for experimental algorithmics address the
issues of discovering an algorithm’s real-world running time and how well algo-
rithms achieve optimization goals. Our course also covers the use of algorithms
to test models of the real world; this last question is covered in the appendix.

A common and recurrent theme throughout all of our projects is the use
of log-log plots as an analysis tool; hence, a side benefit of our projects is that
students gain a deeper understanding and appreciation for log-log plots, both
in general and in the experimental analysis of algorithms.

1.1 Related Work

Experimental algorithmics is a research field that is too deep to review here.
In terms of general background, we refer the interested reader to the textbook
by McGeoch [18] or the guide by Johnson [12], as well as past proceedings for
ALENEX and SEA, or past issues of JEA. For a review of the related area of
algorithm engineering, please see [24].

There has also been previous work on integrating experimental analysis.
Ángel Velázquez-Iturbide and Debdi [1] describe a set of projects for exper-
imenting with greedy algorithms, but they do not address their asymptotic
analysis using best-fit functions. Berque et al. [5] describe a workbench, which
they call KLYDE, for experimental algorithm analysis. Their system includes a
tool for asymptotic-time analysis but does not include best-fit asymptotic func-
tions or the analysis of other performance variables. Matocha [17] describes
a set of projects that emphasize technical writing and the scientific method
while also addressing experimental algorithm analysis but does not stress best-
fit functions for analysis purposes. Sanders [23] describes his experiences in
teaching empirical analysis of algorithms, focusing primarily on running time
analysis, but he also does not include best-fit functions for asymptotic running
times. In addition, there has also been previous work on introducing experi-
mental algorithm analysis earlier in the Computer Science curriculum, such as
for CS1 or CS2 courses. Such courses, however, either have a limited focus on
performance (see [2]) or mainly analyze algorithms with different algorithmic
complexity experimentally (see [13] and [26]). These courses don’t empha-
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size the real-world applications of algorithm design as much, e.g., they don’t
highlight the importance of constant factors, input distributions, heuristic op-
timization algorithms, etc.

1.2 Our Contributions

We present methodologies that supplement traditionally-taught algorithms top-
ics with experimental explorations of algorithms. Such supplementation can
either be as a part of a traditional algorithms course or as an additional project-
oriented course. Our course required students to implement a variety of algo-
rithms, run benchmarks, plot their results, compare alternative implementa-
tions, and draw conclusions. In particular, we provide projects that address
the three distinct questions of algorithm analysis mentioned above.

We feel that the skills learned and practiced in these projects should appeal
to a variety of Computer Science students with varying desired career paths.

In this paper, we provide two project types. We report on our experi-
ences about how well students achieved the learning outcomes for the specific
projects. These projects can be adjusted for the target audiences at other
universities.

2 Project 1: Running Times

In the first type of project, students are asked to implement several sorting
algorithms, of which students are expected to have seen only one or two prior
to doing this project. For example, Bubble and Insertion sort can be chosen
as examples students have seen, and parameterizations of Spin-the-bottle sort
and Shellsort can be used as ones the students may not have seen.

All of these algorithms are relatively easy to program—the goal here is
not to test students’ ability to implement complicated algorithms. Instead, we
wish to teach techniques of experimental algorithmics. Students are asked to
experiment with each algorithm using ever increasing input sizes and various
arrangements. Students are then asked to plot their results on a log-log scale in
order to find expected running times and find a best-fit line equation for their
data. An example set of charts that were produced empirically for this project
are shown in Figure 1. This set of experiments shows an example of a student
who empirically determined expected running times close to O(n2) for bubble
sort, insertion sort, and spin-the-bottle sort using uniform random inputs, and
close to O(n3/2) and O(n6/5) for two versions of Shellsort. It also shows that
for almost-sorted inputs, insertion sort runs in almost linear time—much faster
than its worst-case bound (consistent with its Θ(n+ I) time complexity, where
I is the number of inversions)—but bubble sort and spin-the-bottle perform
consistent with their respective bounds. Therefore, a student with such data
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Figure 1: Project 1 charts.

should also learn a lesson as to how input distributions can impact real-world
running times.

Further, we feel that this project serves as a good introduction to experi-
mental algorithmics. The students likely know the “correct answer” to at least
two of the algorithms (Bubble Sort and Insertion Sort), and this can serve as
a “sanity check” for their early work.

Alternative choices and options for this type of project include the use of
other sorting algorithms or other input distributions. One could also use a
different problem, such as selection, connected components in a graph, min-
imum spanning trees, or big-integer multiplication. The only requirement is
that there be multiple algorithms with varying running times for solving the
same problem.

3 Project 2: Optimization

The second type of project deals with empirically testing how well algorithms
achieve an optimization goal. From a pedagogical point of view, there are a
number of challenges to overcome for this project. An ideal project addresses
a non-trivial (NP-hard) optimization problem for which multiple heuristic al-
gorithms exist and are easy to program. Furthermore, the relative quality of
solutions must be efficiently computable.

One example is to have students test heuristic algorithms for bin packing,
where we are given a set of items with (normalized) sizes between 0 and 1 and
asked to pack them into as few bins of size 1 as possible without overflowing any
bin [7]. Rather than have the student empirically compare algorithms based
on how close they get to the optimal number of bins (which is computationally
difficult to determine), we instead recommend using a waste parameter, which
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is the number of bins used by an algorithm minus the total size (i.e., the sum)
of all the items. We had students implement the first-fit and best-fit heuristics,
both in an online setting and in the setting in which we can first sort elements
in decreasing order of size. Students implemented each and measured the waste
produced by each on randomly generated item lists of various sizes.

An outcome chart for a set of such experiments is the following:

Figure 2: Bin packing waste plots.

Thus, this data confirmed that best fit decreasing and first fit decreasing
both empirically achieve an an asymptotic waste that is approximatelyO(n1/2),
with their unsorted versions empirically achieving asymptotic waste bounds
that are approximately O(n2/3).

Alternatives for this type of project include changing the input distribution
or exploring a different optimization problem.

A third project, focusing on modeling real-world phenomena, has been omit-
ted for space. Details for that will be made available in an online appendix.

4 Observations on Student Performance

In this section, we report on our observations of how well students performed
the above tasks in a recent offering of our course incorporating the above
projects. The course consisted primarily of seniors. We required expositions
of the algorithms studied, plots of performance, and conclusions comparing
the relative performances. Central to this plotting requirement was the use of
log-log plots. The report was graded on having log-log plots with appropriate
regression analysis, clarity and conciseness in describing algorithms, gathering
an appropriate amount of data, and clear prose analysis of results.

Our desired learning objectives for the students, by project, along with its
success rate in our pilot offering, is as follows. The data follows the entire
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enrollment of the class of 103 students. Each student was given the option to
opt out of being included in our study, and none elected to do so.

1. Students should be able to use meaningful, random sample in-
puts and interpret running time data on this data by noticing
which types of input produce better running times for different
algorithms. The comparison of different sorting algorithms’ running
times tested on almost-sorted and on uniformly-permuted random in-
puts should get students thinking about this consideration. Based on
their reports, over 80% of the students achieved this learning outcome.

Students should be able to use log-log plots and a best-fit line
to analyze running-time growth. Based on their reports, over 90%
of the students in the course met this objective.

2. Students should understand how algorithms can be used to op-
timize objective functions. Because of a prerequisite for our course,
students should have had experience with NP-hard optimization prob-
lems prior to our course. To assess this learning outcome, we checked
to see whether students were correctly describing the measurement of
waste by their algorithms. Based on their reports, over 85% of students
achieved this learning outcome.

Students should be able to compare heuristic algorithms based
on how well they optimize an objective function. We measured
this by determining whether students discussed the relative performance
of the different bin-packing heuristics, including whether they commented
on how the best-fit and first-fit heuristics performed better on pre-sorted
inputs than on unsorted inputs. Based on their reports, 77% of the
students in the class achieve this learning outcome.

5 Conclusion

Based on our experiences, we believe that our projects, or similar projects,
are useful supplements to the topics taught in a traditional algorithms course.
Further, our project-based course appears to be a useful addition to any Com-
puter Science curriculum that includes project-based courses as requirements
for graduation (as is done at our institution) or as electives.
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A Project 3: Modeling the Real World

The third type of project uses algorithms to empirically measure how well
various models of real-world phenomena match parameters found in actual
data sets. The goal here is to further utilize performance plots as comparison
tools, but now the algorithms are part of the data-gathering process. Ideally,
the algorithms chosen for this type of project build upon algorithms that were
taught in a prerequisite traditional algorithms course.

In our case, we chose network science as the application domain, that is,
the study of the actual networks that arise from the Internet, social networks,
computer networks, biological networks, etc. This is a rich and growing field of
study, for which Computer Science has much to offer. Thus, focusing on this
topic for our third type of project has the added benefit of providing useful
domain knowledge for students in addition to further developing their skills
in experimental algorithmics. In more detail, for this project, we focus on
asking the students to design and implement algorithms that can compute the
following statistics:

• Diameter: the length of a longest shortest path between two nodes in
the graph. Students may choose to either compute this exactly or use
a heuristic algorithm based on repeated breadth-first searches starting
from random vertices or vertices far from the starting point of a previous
breadth-first search.

• Clustering-coefficient: the ratio of three times the number of triangles
over the number of paths of length 2 in a graph. It is used by social
scientists to determine the degree to which a social network is separated
into tightly-knit groups. To compute it, the students need to count the
number of triangles in a graph, which is an interesting problem of growing
interest in its own right, e.g., see [21].

• Degree distribution: for each possible degree in a graph, the number
of vertices in the graph with that degree. This parameter is known to
exhibit a power law [20] in many real-world networks,2 so the goal of
this component of the project is for the students to see if the graph in
question has a degree distribution that exhibits a power law, by using
the now-familiar log-log plot.

For reference graphs to use, one possibility is to use random graphs, which
is the choice we took in our first implementation:

2Recall that data exhibits a power law if its frequency distribution can be characterized
by a function P (x) = cx−α, for constants c, α > 0. Typically, 2 < α < 3. See also, e.g.,
https://en.wikipedia.org/wiki/Power_law.
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1. Erdős-Rényi [22] random graphs: these graphs, G(n, p), are defined
in terms of n vertices and the parameter, p, such that each pair of vertices
in the graph is independently and uniformly chosen with probability p at
random to form an edge. So as to avoid making the graph too dense, we
recommend choosing p to be small, e.g., p = (2 lnn)/n.

2. Preferential-attachment [3] random graphs: these graphs are de-
fined by starting with two vertices connected by an edge and adding
vertices to that at each step we add one new vertex v with a constant,
d, number of edges back to previous vertices so that the probability a
previously added vertex u receives a new edge from v is proportional to
the (current) degree of u.

Using these definitions requires Θ(n2) time to compute a given instance, even
for sparse graphs. Fortunately, Batagelj and Brandes [4] provide simple linear-
time algorithms for generating such graphs. Thus, in the final project, stu-
dents generate random graphs for various numbers, n, of vertices. They then
compute the diameter, clustering coefficient, and degree distribution for each
graph. Students then plot average diameters and clustering coefficients for
these graphs as a function of n, and students also plot the degree distribution
for a specific graph instance to determine if it obeys a power law. In the for-
mer case, the growth rates tend to be so small that students are asked to plot
the results using a lin-log scale, but they should still use a log-log scale for
degree-distribution plots. The expected results are that Erdős-Rényi random
graphs should not display a power law for their degree distributions, whereas
preferential-attachment random graphs should.

An example set of charts produced from this project is as follows:
Thus, this latter chart empirically confirms a Erdős-Rényi random graph

without a power law for its degree distribution and a preferential-attachment
random graph with one.

Alternatives for this type of project include the following:

• Instead of using random graphs, use real-world graphs, such as found at
the Stanford GraphBase [15] or SNAP [16].3

• Use other types of network science statistics, such as centrality measures,
number of paths of length k, H-index, or numbers of small subgraphs of
certain types, i.e., “graphlets” [6].

• Instead of problems in network science, choose a different application
domain, such as machine learning, machine vision, or natural language
processing.

3See also https://snap.stanford.edu/data/.
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Figure 3: Project 3 charts.
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A.1 Student Performance

3. (a) Students should understand and be able to use mixed linear-
log plots. This learning outcome is a component of the third
project when measuring average diameter of graphs, since, by the
small worlds phenomenon, real-world graphs and popular random
graphs tend to have small diameters. While students were told to
plot this on a lin-log scale, completion of the analysis requires them
to understand what the line fitting they will be doing means, as
opposed to merely finding a new way to graph the output of their
programs. This learning outcome also is designed to reinforce the
related learning outcome for log-log plots. Based on our reading of
student reports, over 90% of students achieved this learning out-
come.

(b) Students should be able to determine whether the degree
distributions of sample of graphs of increasing size exhibit
a power-law distribution. Students were taught the general
concept of power-law distributions [20] and asked to determine for
their random graphs, whether the distribution of degrees exhibited
a power-law distribution. Based on our reading of the reports, over
80% of the students were able to successfully do this.

A.1.1 Sample Student Submissions

In Project 1, sorting algorithms, one of the questions asked of the students
is to describe which sorting algorithms were most sensitive to input size and
distribution, and which were least sensitive. Below are two student responses
taken from their reports. In the first response, the student displays an accurate
interpretation of the data. Conversely, in the second response, the student
displays a clear lack of understanding of the sorting algorithm performance.

1. First student response:

Insertion sort performs consistently worse on reverse input by a constant
factor, and insertion sort performs significantly faster on almost-sorted
input (the slope is much less).
Merge sort has the same performance on all input permutations.
All four shell sort versions have worse performance on uniform random
input, and the same performance for reverse and almost-sorted input.
The only exception is shell sort 3 having the same performance for all
three input permutation types.
Hybrid sort 1’s asymptotic performance is most similar to insertion sort
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with reverse input being slightly slower than uniform input and almost-
sorted input being significantly faster. This is because a large part of
hybrid sort 1 is insertion sort.
Hybrid sort 2’s performance on different input permutation types are bal-
anced. Hybrid sort 3 has equal performance in almost-sorted and reversed
input, and uniform input is slightly worse. This is similar to merge sort
because hybrid sort 3 uses mostly merge sort.

2. Second student response:

Least sensitive to input size - Insertion sort
Most sensitive to input size - Hybrid sort
Least sensitive to distribution - Shell Sort (does not care at all)
Most sensitive to distribution - Merge Sort (it’s perfect)
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Abstract
As instructors, we are more likely to use exercises that we can modify

or that we helped to develop. The problem we address is how to help
instructors create their own hands-on exercises. This paper describes
the authoring process for the creation of cybersecurity exercises and the
experience of creating two very different exercises. One of these exercises
is about vulnerable Web services and leverages the LAMP stack and the
other is about cryptography and ransomware and uses VNC. They both
use Terraform to create Docker containers. We address the issues of
creating exercises that involve multiple containers and can be run in a
cloud environment, as well as on a single server.

This paper describes the process of creating these cybersecurity ex-
ercises in our framework. The streamlined process enabled the develop-
ment of totally new exercises much faster than previously experienced.
In the case of the ransomware exercise, it was two weeks from start to
finish, compared to months for previous exercises.

∗Copyright ©2022 by the Consortium for Computing Sciences in Colleges. Permission to
copy without fee all or part of this material is granted provided that the copies are not made
or distributed for direct commercial advantage, the CCSC copyright notice and the title of
the publication and its date appear, and notice is given that copying is by permission of the
Consortium for Computing Sciences in Colleges. To copy otherwise, or to republish, requires
a fee and/or specific permission.
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1 Introduction

The development of new security exercises is a cornerstone to cybersecurity
education. A number of platforms for teaching cybersecurity through hands-
on exercises have been developed in last 15 years. Many of them have more
than a dozen exercises. Yet, they are not truly scalable from the perspective
of developing a community unless they facilitate the ability of knowledgeable
users to modify existing exercises or contribute new ones. There are only a
couple of frameworks that are designed to make this easy. In this paper, we
examine the creation of two very different exercises in order to reflect on how
to help instructors to create their own exercises in the domain of cybersecurity.
Cybersecurity exercises have some special requirements: 1) exercises may rely
on installing specific versions of software, including ones with vulnerabilities, 2)
software environments need to be complete, i.e. more than just the vulnerable
applications, and 3) exercises should run on a variety of platforms, e.g. AWS,
Azure, Google Cloud and desktop.

Even when a platform provides help for creating exercises, there still is
going to be a learning curve. We have tried to make that learning curve as
gentle as possible in our platform. EDURange uses two powerful tools Docker
containers and Terraform. These are commonly used in IT for creating and
configuring flexible computing environments. The use of Docker containers is
becoming more popular than the use of virtual machines (VMs), especially
when multiple virtual computing environments would be needed. Similarly,
Terraform is becoming popular because it works with multiple cloud frame-
works to configure hardware and software and interacts well with Docker. We
have constructed a layer on top of both of those, so as to minimize the pre-
requisite knowledge that instructors would need in order to create or modify
exercises. A prerequisite that instructors would need is some familiarity with
the Linux command line interface. However, we believe that this is less of an
issue for most cybersecurity instructors. Thus, we have not developed a graph-
ical interface for creating exercises, although that would certainly be possible.

The two new exercises that we developed were Ransomware and WebFu.
The learning goal of Ransomware is to teach some of the basics of cryptog-
raphy in a context that would be very clear and motivating to students. It
also promotes the security mindset because it illustrates a failure mode. One
generally thinks of cryptography as protecting secret information, but in this
context it is about abusing it to prevent the owner from accessing data. WebFu
teaches the basics of SQL injection. This exercise was developed as a gentle
introduction to the topic and as our first attempt at a user interface that is
different from the command line. While there are many CTF challenges that
are based on SQL injection, we wanted an exercise for an introductory Web
security course that would use a Web interface rather than the command line.
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In our experience, students sometimes struggle because of their limited under-
standing of SQL databases and while there are many tutorials on SQL, they
generally focus on how to use the language rather than how to abuse it. We
also wanted students to be aware of code injection and to recognize that code
is also data. Both of these exercises demonstrate that EDURange can accom-
modate a wider range of exercises, not just ones limited to using the command
line interface in a bash shell.

2 Related Work

The other academic frameworks that we consider are Labtainers, DETERLab,
SecKnitKit, Security Injections, NICE-challenge, and KYPO.

Of these, the only one that has addressed the issue of instructor-generated
scenarios is Labtainers [7]. Labtainers has a collection of base Docker images
that can be combined in a variety of ways to produce new exercises using
Docker-Compose. This has some pros and cons. One advantage is that they
have implemented a GUI that is aware of the base containers and allows the user
to select them and compose them. The disadvantage is that if the user wants
to go beyond the existing types of exercise, then they need to be familiar with
Docker-Compose syntax, craft a unique Dockerfile, and also define networking
rules from scratch. Labtainers can be used anywhere that has Docker installed,
which could be a laptop or a Cloud environment.

In comparison, EDURange [9] takes a hybrid approach to this problem, by
providing templates for instructors to modify while also allowing the use of
custom container images. As a result, instructors can either provide their own
pre-configured images, or extend the base SSH server with a list of their own
bash scripts. One disadvantage is that there is no GUI, so exercise designers
need to be familiar with basic Docker commands. Nevertheless, they don’t
need to know Docker Compose and instead can use JSON to combine Docker
commands. EDURange can be used anywhere that has Docker installed, which
could be a laptop or a Cloud environment.

DETERLab [4] also allows instructors to design their own exercises. It
uses a combination of bash scripts and NS scripts. The NS scripts are not a
commonly used format. There is not much documentation on the procedure
for creating new exercises. The platform is tied to specific hardware. While it
is free, there are resource limitations.

NICE-challenge has on the order of 100 exercises and has a staff of de-
velopers. The advantage for the instructor is that there is no expense and
little effort to use the exercises. The disadvantage is that it is not possible
for instructors to modify or contribute exercises or to host exercises on their
own hardware resources. As with DETERLab this limits scaling because the
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hardware resources are not easily expanded.
Security Injections [6], SecKnitKit [5], and SEED [1] are also valuable.

While, an instructor cannot contribute or modify exercises, they are scalable
in terms of the number of instances of a course. Security Injections does not
require provisioning of VMs or containers, so it is easier to use than the other
systems. SecKnitKit does use VMs that can be run locally on the instructor’s
hardware. SEED has one large VM that the students run and an associated
textbook.

KYPO [8] is a very interesting system in terms of the exercises provided,
and it is open source. However, it is not easy for instructors to add exercises
or to run it on their own hardware.

There are several free non-academic frameworks such as Portswigger and
overthewire.org. Instructors cannot modify or extend them, and they are gen-
erally harder to integrate into a course, in terms of assessment and prerequisite
material.

The tools that make EDURange extensible, portable and scalable for in-
structors are Docker and Terraform. Section 3 steps through the process one
would go through in EDURange to create a new exercise. Then, in sections 4
and 5, we discuss the particular requirements for those exercises.

3 Recipe for Creating New Cybersecurity exercises

Developing good hands-on exercises and homework assignments can be a dif-
ficult and time-intensive task. One standard method is backward design [10].
The author of an exercise would start with specifying the learning goals and
develop a high-level description. They would translate the goals into concrete
objectives and create a plan for assessing them. In the case of hands-on exer-
cises, the objectives and assessment are often realized as tasks and criteria for
determining that those tasks have been completed satisfactorily. Once the tasks
have been described, they need to be implemented by creating the hardware
and software environment. In EDURange, we use a collection of containers
running on Ubuntu. The author of a scenario would describe each container
in detail. They would specify the software and services they should provide.
They specify accounts for students and services, and create files/artifacts that
the students need to retrieve. The author also needs to configure the network,
e.g. assigning IP addresses and redirecting ports. All of this should be done
using scripts (mostly bash), so that it is easy to modify the exercise and create
new containers.

Another approach that we have seen is to start with an existing virtual
environment, where the instructor wants students to learn to work in that en-
vironment. In this approach, the instructor must then create the goals and
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learning objectives, usually based on introspection to understand why that en-
vironment is important and what the essential goals and objectives are. Then,
the author could generate tasks that would demonstrate those objectives in
that environment. An example of such an environment is Metasploit on Kali
Linux. Metasploit is a penetration testing framework. It is easy to find VMs
for both Kali (the attacker) and Metasploitable (the target). Both of these
can be ported to containers and networked together. Student accounts can be
created in the Kali container.

Both of these approaches are reasonable. In practice, we often see a hy-
brid or middle-first approach where there are some ideas for exercises that are
attractive, and they suggest goals and objectives. The part that EDURange
can help with in both of these approaches is to make it easy to configure the
virtual environment.

4 Developing an SQL-injection exercise (WebFu) using
the LAMP stack

The goal of this exercise was to teach SQL injection in a hands-on fashion. This
led to defining objectives, such as dumping tables from a database and bypass-
ing a basic Web Application Firewall (WAF). These needed to be translated
into an implementation in a concrete environment. For WebFu, the author
chose the MySQL database system, and created the database schema and then
the queries. The next section describes the experience of applying the tools in
EDURange.

4.1 Applying the Tools

First, the author copied Terraform templates from another scenario and changed
the container names to match the new scenario name. The author also copied
the YAML file containing the assessment questions for the students and the
Markdown file containing the scenario’s student guide. Of course, the text in
these files needed to be changed for the new scenario, but that was not diffi-
cult. Next, the author made a copy of the existing EDURange base image from
DockerHub, which is based on a minimal Ubuntu installation. The author then
set up a LAMP stack by extending the image with a) a MySQL database server;
b) an Apache web server; and c) a PHP installation. These elements formed
the infrastructure of the web application. After populating the database tables
with data (made up of public datasets and the hidden artifacts or flags), the
author pushed this modified image to EDURange DockerHub repository and
edited a single line in the Terraform template to invoke it. Lastly, the author
wrote a bash script for starting the MySQL and Apache services at scenario
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launch time and added it to the JSON file. The development of this infras-
tructure took about a month (the author was a full-time student and this was
a side-project). However, this set up can now be reused to create a wide range
of scenarios for practising web security auditing skills. Potential labs include a
website vulnerable to Cross-site Request Forgery (CSRF), Server-side Request
Forgery (SSRF), Cross-site scripting (XSS), Local File Inclusion (LFI), and
many other techniques. With the current infrastructure-as-code, the only task
left to the author is writing or copying the vulnerable application(s).

On the scenario’s development, it must be said that gaining familiarity
with the Docker workflow was challenging at first. This was where most of
the time was spent, since the author had a background in Linux system ad-
ministration, but not in container-related technologies such as Docker. Every
time the Docker image was changed, a commit needed to be made for the new
container which resulted in a new image. Then, this image had to be tagged
and pushed to the DockerHub repository. Finally, the instance of EDURange
had to pull from the remote repository to update its changes. This is similar
to Git’s workflow, and the method of container deployment results in an agile
and effective process. Once the author became familiar with this, the process
went more quickly.

When trying to deploy this exercise in the classroom, the author ran into
an unexpected problem. The exercise was being run on a cloud environment,
but students needed to connect through the school’s network through HTTP.
Students were experiencing problems connecting, and it turned out that an
internal firewall was blocking malicious traffic (i.e., the SQL injection strings)
over plain-text HTTP. The solution was to use HTTPS, but we wanted to avoid
requiring an instructor to create and deploy an SSL/TLS certificate. Using
Terraform’s "bind" property for SSL support and redirecting ports (from the
container to the host) were the most significant changes. Using "bind" allowed
us to easily set up HTTPS for the web application. The Let’s Encrypt directory
with the certificate and the private key on the host VM was made available to
the guest container through a bind mount. This removed the need for creating
and maintaining additional SSL certificates. What’s more important about
this, is that the whole process occurs at the scenario’s creation time, thus not
having the private key stored in the repository’s image, ensuring confidentiality.
Lastly, the port redirection implemented with the Terraform API spared us
from having to write and maintain iptables rules. This was particularly helpful
due to how easy it was to add redirection rules in the Terraform file.

4.2 Scripts and Files

This exercise required a working database. The tables were created using
scripts. How and where to run the scripts was specified in a JSON file. The
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author found it is easy to use an existing file from another exercise as a tem-
plate, but ideally this would be produced by a user interface that would prompt
the user for the information and produce the JSON file. The JSON file defines
a list of the containers to be provisioned for this scenario, as well as three
categories of other files that are used by Terraform to create the container:
user files, system files, and global files. For each type of file, Terraform will
take different actions to copy or execute them in order to prepare the scenario
environment. Terraform copies a list of "User Files" into each students’ home
directory, "System Files" are executed once at scenario launch time for system
configuration, and "Global Files" are added to the "/bin" folder so they can be
run in a bash shell.

4.3 Using Docker and Terraform in WebFu

Terraform is a scripting platform most commonly used by system administra-
tors and cloud/DevOps engineers to create and configure (provision) virtual
machines (VMs) In the case where networks of VMs are needed, Terraform
can be used with a VM orchestration configuration file which is similar to the
Docker YAML-based language for defining networks of containers. One of the
common uses of Terraform is to modify the state of a VM running on a Cloud
by applying rules while the VM is running. This takes the place of the ad-
ministrator logging in to all of the VMs in the network and running update
commands. However, this is not how we are using it. Instead, we focus on
rapidly setting up containers and configuring them.

Our general approach is to create a base Docker image and write configura-
tion files to customize the image for each specific exercise. One could imagine
using Docker scripts to do this, but there are potential problems with synchro-
nization. For example, when configuring a network, some steps are dependent
on others. Instead, EDURange uses Terraform scripts to create containers and
network them together. In this case, the network must be configured before
the containers can use it, otherwise there will be errors. Docker scripts do not
provide a simple and reliable way to do that, while Terraform does. The Ter-
raform scripts can be generated by EDURange as JSON files. This makes it
possible to implement a user interface that would make it easier for instructors
and authors to create their own scenarios. In EDURange currently, we have
defined our exercises using Terraform templates that can be copied and ad-
justed. At the lowest level, this allows exercise developers to write bash scripts
which modify an existing docker image to create the desired environment.

In practice, once contributors have written their desired scripts, they can
just list them in JSON format to apply them and extend the docker image. This
can be contrasted with other testbeds, in which manual editing of a Dockerfile
or a NS file is required in addition to preparing low level scripts. Alternatively,
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authors can create their own Docker images and incorporate them by modifying
a single line to reference them.

Two Terraform templates are used to configure the virtual network. One of
these templates defines how the host appears to the external network. It defines
the IP address and external network, allowing Docker to expose ports publicly,
as well as an internal network for hosting potentially vulnerable containers.
Secondly, at least a single container Terraform file must be copied, which in
the case of most EDURange exercises is the file "nat.tf.json". All of this can
and will be automated. This file provisions a container with a basic SSH server
running. The container is connected to both the external and internal networks,
and Terraform will automatically add any of the students’ user accounts to it,
as well as any additional scripts listed in the JSON User Files. For all of
the base Docker containers, the OpenSSH package must be installed because
Terraform uses it to install files. For most of the exercises, SSH is also used
by students to interact with the container. In one of the new exercises, VNC
is used for student interaction.

At this point, with a new folder created and templates copied, contributors
can make a choice of how to proceed based on the requirements of their scenario.
If their scenario does not require the installation of new software or specialized
containers beyond the capabilities of the base SSH server, then they can write
bash scripts and list files in the JSON description file as their only means of
customizing the scenario. On the other hand, if they need containers that are
running databases, web servers, or other complex applications, then they can
choose to build a Docker image that fulfills their requirements and list that
image in the Terraform file instead of writing any configuration scripts.

With those steps done, the scenario would be ready to be tested. In the
remainder of this paper, we describe the experience of a different author in
creating a ransomware exercise.

5 Developing a Ransomware Exercise

In the midst of ever increasing incidents that are caused by ransomware attacks
around the world, it is critical for students who are learning about cyberse-
curity to understand that a ransomware attack is based on asymmetric key
encryption. This exercise mimics the execution of a ransomware attack. The
goals are for students to learn how an adversary can weaponize public key
cryptography and how that can be deployed on a vulnerable system. The
newly added ransomware exercise introduces students to the foundations of
ransomware and asymmetric key encryption. Through this scenario, the stu-
dents learn how asymmetric key pairs can be weaponized and how end users
can potentially stop such an attack by interrupting the corresponding cyber
kill-chain.
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5.1 Converting an Existing Exercise with Novel Requirements

This is an example of converting an exercise that was developed independently
and then ported to EDURange. The first version of the exercise was devel-
oped on Windows [3]. It consisted mainly of a collection of Python scripts
that installed a key pair, encrypted files, popped up some windows, and then
decrypted the files if the user complied with some file modifications. The au-
thor developed this into an exercise with learning objectives and tested it on
a Docker container for Windows. The last step was to integrate the container
into EDURange.

We made some adjustments and converted the script into a Linux compat-
ible program to ensure that it can be deployed within EDURange. We also
adapted an existing ubuntu-VNC desktop docker container [2] to make the ex-
perience more realistic while providing the users a visual effect as the program
gets executed. This was a significant extension because the previous exercises
had only used the command line interface with SSH, so this involved a major
change to exercise structure. The authoring process took about two weeks
(part-time) starting from the Python scripts for Windows.

6 Results

The development of the SQL injection exercise was spread over 1-2 months,
including 1 month for developing the infrastructure. At the end of that time,
it was used in the classroom. Developing the exercise only required about 150
lines of PHP and HTML code, and about 250 lines of Terraform templates,
mostly copied. The exercise process was very flexible and iterative because
Terraform keeps track of interconnected components.

The development of the Ransomware exercise was even more rapid (two
weeks), but it has not yet been tested in the classroom. Most importantly, the
ease of importing a unique and pre-existing exercise to our platform illustrates
the potential for adding many more exercises that are not just based on the
current ones.

Both new exercises introduced completely novel interfaces for student in-
teraction - a web application in the case of SQL Injection and a VNC desktop
in the case of the Ransomware. In both cases, the authors had access to EDU-
Range developers and were able to ask questions, but now this expands the
range of topics that can be taught.
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7 Conclusion and Future Work

Two new exercises were developed rapidly by people who were not familiar
with the EDURange framework, which demonstrates that the framework has
the flexibility for instructors to create new exercises. In one case, they were
able to learn enough about the framework and develop an exercise in a matter
of weeks. In the other case, it took a little over a month. In both cases, the
authors had some specific learning goals in mind: in one case, teaching SQL
injection, in the other, teaching how ransomware works and how it connects
to modern cryptography. They differed in terms of the starting point. In one
case, there was already a script that could be used on Windows, and that had
to be translated from Windows to Linux and then integrated into EDURange.
In the other case, everything had to be created from scratch. Potentially most
cases will fall in between these two.

We expect that many instructors who teach cybersecurity have some tools
that they often use and are familiar with. In that case, finding or construct-
ing Docker containers with those tools and targets would be relatively fast,
even more so if Linux is already being used. If the instructors are developing
something new, provided the scope is reasonable, they should still be able to
develop something in less than one term and have it ready for the next one.

This process has uncovered several new features that we want to add to
EDURange. We plan to automate all of file copying and editing described in
Section 3. Beyond that, we would create a GUI that could run those scripts. In
addition, the Ransomware author has thought of a new exercise to be added.
The exercise was inspired by the challenge-based learning pedagogy where an
improperly configured Linux image and applications will be presented to the
students. By mitigating the challenges or adjusting the configuration of the
image, the student will receive flags to enter into the forms within EDURange
for a score. This exercise will add system security and proper privilege con-
figuration of users and the file system infrastructure to our list of topics. In
addition to the image, a descriptive list of exercise objectives will be provided
to the students as guiding reference so that they are properly informed of what
the ideal configuration should be.
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